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Abstract
We assess the feasibility of using the new higher-dimensional methods of
CLAPOTI [2] to evaluate the isogeny class-group action on ordinary elliptic
curves; this action is (conjecturally) an instance of a post-quantum cryp-
tographic group action from which many primitives can be built.
By specialising the theory to ordinary elliptic curves and then giving an

almost complete Sage implementation for toy examples, we conclude that
the only bottleneck to practical usage of CLAPOTI lies in the fact that we
are considering ordinary elliptic curves. As such, we suspect CLAPOTI to
not only be asymptotically polynomial time, but concretely efficient when
evaluating the isogeny class-group action on supersingular elliptic curves.
The bottleneck for ordinary elliptic curves arises as follows. To obtain

a cryptographically secure instance of the isogeny class-group action, we
require the (ordinary) elliptic curves in question to have endomorphism
rings with large class-groups; on the other hand, to utilise currently avail-
able higher-dimensional tools, we also require the curves to have large
2𝑛-torsion. These requirements appear to be fundamentally at odds with
each other for ordinary elliptic curves with current knowledge.
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1
Introduction

Since Shor’s 1994 discovery of polynomial time quantum algorithms for integer factori-
sation and computing discrete logarithms [71], there has been an effort within public-key
cryptography to develop schemes whose security does not rely on the hardness of these
two problems. Indeed, until then, almost all widely used schemes relied on these two
hardness assumptions; most notably RSA and the Diffie-Hellman key exchange1. This
effort is known as Post-Quantum cryptography.
Cryptography based on the hardness of finding an isogeny between elliptic curves is

known as isogeny-based cryptography and is conjectured to be resistant against attacks
from quantum computers. A main selling point of isogeny-based cryptography relative
to other fields in post-quantum cryptography (lattices, codes, multivariate, hash-based),
is that isogeny-based schemes are very compact. For example, at the time of publishing
in 2020, the combined size of public key and signature of the SQISign [47] signature
was an order of magnitude smaller than other post-quantum candidates in [46]; with
SQISign’s signature sizes almost being halved again in SQISign-HD [18] for the same
security level, the SQISign family continues to be the most compact post-quantum
signature schemes. Conversely, isogeny-based schemes are generally slower than their
counterparts.
A particularly powerful construction is one of a cryptographic group action. In

a sense, this generalises usual group exponentiation. Indeed, suppose 𝐺 is a cyclic
group of order 𝑁. Then 𝐸 = (ℤ/𝑁ℤ)× is a multiplicative group that acts on 𝐺 by
exponentiation: for 𝑒 in 𝐸 and 𝑔 in 𝐺 we define 𝑒 ⋅ 𝑔 = 𝑔𝑒. Now replacing 𝐸 with
an arbitrary group (not tied to 𝐺 in any way) and 𝐺 with an arbitrary set, we can
obtain a general group action. We can formulate analogous hardness problems to the
discrete logarithm problem and the computational Diffie-Hellman for a general group
action to obtain the notion of cryptographic group actions. From these, a whole host of
primitives can be built [25]. Importantly, the study of isogenies gives us a conjectured
cryptographic group action via the isogeny class-group action. The groups in the
cryptographic group action framework are commutative, and so are susceptible to the
sub-exponential time attacks of Childs-Jao-Soukharev [44] which employ Kuperberg’s
algorithm to solve linear hidden shifts [81]. Consequently, these schemes to have larger-
than-expected security parameters.
Until Page and Robert’s CLAPOTI [2]2 (CLass group Action in POlynomial TIme), a

polynomial time evaluation of the isogeny class-group action has remained just out of
reach, despite receiving a lot of attention from the community [41,43,48,49]. We stress
polynomial time, since the standard strategy has traditionally been to perform sub-

1More precisely, the security of the DH key-exchange relies on the computational Diffie-Hellman problem.
However, there exists a general quantum reduction between these two problems [63–65], and a de facto general
classical reduction [66,67].

2Stylised with SMALL-CAPS in this way by Page and Robert.
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exponential pre-computation steps to arrive at instantiations of an isogeny class-group
action, which are then themselves practically efficient. These pre-computation methods,
involving computing the structure of class-groups of imaginary quadratic number fields,
cannot be scaled to higher security parameters as may be required by improvements of
attacks in the style of [44]; they also do not change the fact that, regardless of practical
efficiency, we did not have an asymptotically polynomial time algorithm for evaluation
of the isogeny class-group action before the advent of CLAPOTI.

1.1 A brief history of isogeny-based cryptography

In 1997 Couveignes [38], and then independently in 2006 Rostovstev-Stolbunov [39],
discovered that a key-exchange could be derived from the isogeny class-group action
on a set of (isomorphism classes of) ordinary elliptic curves. Also in 2006, Charles-
Goren-Lauter [40] discovered a hash function from walks through supersingular isogeny
graphs, further cementing the value of studying isogenies for cryptography and marking
the beginning of a new field of post-quantum cryptography.
Unfortunately, the endomorphism rings, and therefore the class-groups, of ordinary

elliptic curves are commutative and so schemes derived from their actions are susceptible
to quantum sub-exponential time attacks by reducing the problem of inverting the
group action to a hidden linear shift in the class-group [44]. In fact, by the ideal-to-
isogeny correspondence, these methods apply more generally to the isogeny problem
between ordinary elliptic curves. This inspired De Feo-Jao to construct a key-exchange
SIDH (Supersingular Isogeny Diffie-Hellman) [26] from isogenies between supersingular
elliptic curves; because the endomorphism rings of supersingular curves are indeed non-
commutative (they are quaternion algebras).
In the next decade, a lot of work was published on isogney-based cryptography with

a second flagship construction CSIDH (Commutative-SIDH, pronounced Sea Side3)
emerging in 2018 [41]. It is an effective commutative group action on (isomorphism
classes of) supersingular elliptic curves, from which a key-exchange can immediately be
instantiated; and in following works, signature schemes SeaSign [42] and CSI-FiSh [43].
Being a commutative group action, the Childs-Jao-Soukharev sub-exponential quan-

tum attacks still apply to the CSIDH action; however, CSIDH is efficient enough to re-
main practical even at large parameter choices. More concretely, the proof-of-concept C
implementation in [41] of the non-interactive Diffie-Hellman key-exchange derived from
CSIDH with 128 classical bits of security and 40 bits of quantum security [90,91] takes
around 80 milliseconds for an exchange. The current state-of-the-art (constant time) im-
plementation of CSIDH is in CTIDH [70]. It is worth noting that exact estimates on the
bits of quantum security are hotly debated, due to the different time/memory tradeoffs
and which simplifying assumptions are made on the type of quantum gates used. In any
case, both CSIDH and CTIDH are significantly faster than a Couveignes-Rostovstev-
Stolbunov type action, despite the speedups from De Feo-Kieffer-Smith in [72].

3Prompting many ocean related names in isogeny-based cryptography.
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In parallel to CSIDH, SIDH continued to be worked on and advanced to round 3 of
the NIST post-quantum standardisation process in 2020 as an alternate candidate for
key encapsulation (now under the name SIKE) [45]. Independently from the frameworks
of SIDH and CSIDH, the isogeny-based signature scheme SQISign [47] was developed,
and then submitted to the NIST post-quantum standardisation process as a candidate
for digital signatures in 2023 [46].
In 2022, work by Castryck-Decru led to the (re)discovery of Kani’s Lemma from [20,

Proof of Th. 2.6, pg. 100]. Together with some knowledge of the endomorphisms of the
domain curve, use of this lemma resulted in a devastating attack on SIDH [15] by the
same authors, and also independently by Maino et al. in [29]. Robert realised the
underlying structure of these ideas, and combined Kani’s Lemma and Zahrin’s trick
into a generic framework for efficiently representing and computing non-smooth degree
isogenies by embedding them into smooth-degree isogenies between products of elliptic
curves [16]; most notably without knowledge of any additional endomorphisms on the
starting curve. We call this framework Robert’s embedding lemma in this work.
Products of elliptic curves somehow have “higher dimension”, and so these isogenies

between them are often referred to as higher dimensional isogenies. As noted in the
discussion on follow-up works in [15], the work of Robert dashed any hopes of recovering
any security of SIDH by tweaking parameters, changing starting curves or performing
SIDH in higher dimensions.
We stress that Robert’s embedding lemma forms an attack only against SIDH and

its variants; however, since it is efficient, it can be used constructively in other con-
texts, to create new schemes or improve existing ones. Notable “HD-fications” of ex-
isting schemes are SQISignHD [18] (and its newer 2-dimensional variants [53–55]) and
SCALLOP-HD [49] (an effective commutative group action on supersingular elliptic
curves); examples of new applications are in the FESTA PKE [50] and more recently,
Basso’s POKE framework which allows one to instantiate a range of primitives (PKEs,
Split KEMs, and OPRFs) [51] from isogeny hardness assumptions. From this small
sample of new work, we conclude that the SIDH attacks, also known as torsion-point
attacks, have ultimately led to a sustainable growth in the isogeny-based cryptography
community.
Using the same techniques, but with a different philosophical approach, Page and

Robert have recently published CLAPOTI [2], the first generic algorithm for computing
the class-group action of both ordinary and supersingular elliptic curves in polynomial
time, with no pre-computation requirements. This removes the scalability problems of
CSIDH and its variants. This will be discussed in subsection 1.5.
In subsection 1.6 we discuss the main goal of this thesis, namely to asses whether

CLAPOTI, an asymptotically polynomial time algorithm, can be leveraged to concretely
instantiate an efficient algorithm that evaluates the isogeny class-group action.

3
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1.2 Cryptography from group actions

The isogeny class-group action arises very naturally in isogeny-based cryptography and
is a promising candidate for a conjectural cryptographic group action. That is, a group
action with certain hardness properties, from which we can build many primitives [25],
in particular a non-interactive key exchange which we present here.
Let 𝐺 be a commutative group acting on the set 𝑋, with both 𝑋,𝐺 finite. We say 𝐺

acts effectively on 𝑋, if given some encodings of 𝑋,𝐺 there exist polynomial time (in
log(|𝑋| + |𝐺|)) algorithms for

(i) Membership testing for both 𝑋,𝐺. That is, given a bit string, determine whether
it constitutes a valid encoding of an element of 𝑋 or 𝐺.

(ii) Equality testing in 𝐺. That is, given two encodings, decide whether they encode
the same element.

(iii) Unique representations for 𝑋. That is, given an element 𝑥, compute a unique bit
string encoding of 𝑥. We note that this implies efficient equality testing in 𝑋.

(iv) Random sampling in 𝐺. That is, to sample from 𝐺 randomly according to a given
a distribution.

(v) Computing the group law in 𝐺. That is, for any pair of elements 𝑔, ℎ compute 𝑔ℎ,
and given 𝑔 compute 𝑔−1.

(vi) Computing the group action 𝐺 ↷ 𝑋. That is, given two elements 𝑔, 𝑥 compute
𝑔𝑥.

For example, a vector space acts efficiently on itself by translations if addition of vectors
is efficient. It is exactly this prototypical example, that inspired Couveignes’ naming of
the following problems, posed under the assumption that the algorithms of (i)-(vi) are
available.

Problem (Vectorisation). Given 𝑥, 𝑦 in 𝑋 find 𝑔 in 𝐺 (if it exists) so that 𝑦 = 𝑔𝑥.

Problem (Parallelisation). Given 𝑥, 𝑔𝑥, 𝑦 in 𝑋 compute 𝑧 = 𝑔𝑦.

When the action is free and transitive we say that 𝑋 is a 𝐺-homogeneous space or
𝐺-torsor and solutions to the vectorisation problem exist and are unique. Therefore we
henceforth assume that 𝐺 acts freely and transitively. Note that, inspired by Stolbunov’s
thesis [82], the vectorisation problem is known as the Group Action Inverse Problem
in the CSI-FiSH paper [43].
These problems, vectorisation and parallelisation, are group-action analogues to the

discrete logarithm and computational Diffie-Hellman problem respectively. The vectori-
sation problem trivially reduces to the parallelisation problem. Indeed given a vectori-
sation oracle, we can recover 𝑔 from a (𝑥, 𝑔𝑥, 𝑦) parallelisation challenge to compute
𝑧 = 𝑔𝑦 in one oracle call and one group action computation. The converse reduction
is given in the quantum setting by [63–65]. Since we are designing schemes for the
post-quantum domain, we consider these problems to be computationally equivalent in
the following.

4
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When the parallelisation problem (and therefore vectorisation) is hard (i.e. there
exists no known algorithm to solve it, that runs in time polynomial in log(|𝐺| + |𝑋|)),
we say that 𝑋 is a hard 𝐺-homogeneous space, language coined by Couveignes in [38].
We now present a Diffie-Hellman style non-interactive key-exchange from an effective

group action on a hard homogeneous space. Suppose Alice and Bob would like to
communicate over an insecure channel. Let 𝐺,𝑋 and 𝑥 in 𝑋 be public along with all
algorithms to compute points (i)-(vi). Alice and Bob randomly sample 𝑎, 𝑏 respectively
from 𝐺 and call these their private keys. They then compute 𝑎𝑥, 𝑏𝑥 to form their
public keys. Finally, they (non-interactively) derive a shared secret by computing 𝑘 =
𝑏(𝑎𝑥) = 𝑎(𝑏𝑥) from the other party’s respective public key. Note that the group must
be commutative!
We see that for this primitive, we need at least: algorithm (iv) to sample the private

keys; algorithm (vi) to compute the shared secret; algorithm (iii) to put the shared
secret into a common canonical form; algorithm (i) for public key validation. On the
latter: since the group action is transitive, every element of 𝑋 is a valid public key and
so to verify that Bob’s public key is well-formed, Alice must (can) only verify that 𝑏𝑥
lies in 𝑋.
A direct attack on the shared secret requires computing 𝑘 = 𝑎𝑏𝑥 = 𝑏𝑎𝑥 from

(𝑥, 𝑎𝑥, 𝑦), which is exactly the parallelisation problem. From our choice to regard the
parallelisation and vectorisation problem to be equivalent, it is now justified to investi-
gate attacks on the vectorisation problem for cryptanalysis of such a key-exchange.
As outlined in Sec 3.1 of [25], the best classical attacks against the vectorisation

problem (called one-wayness in the paper) are meet-in-the-middle attacks, with the
best due to Galbraith, Hess, and Smart [68] having complexity 𝑂(√𝐺). This means,
to achieve 𝜆 bits of security, the group must be of size 22𝜆. Whilst the main feature
of [44] is to reduce the isogeny class-group action to the linear hidden shift problem,
their methods (Lemma 5.1) can be applied to any commutative group action and have
complexity 𝑂(exp(√log(𝐺))), because the underlying tool is Kuperberg’s (linear hidden
shift) algorithm [81].

1.3 Isogeny problems and hardness assumptions

To understand the hardness assumptions underpinning cryptographic schemes based
on isogenies, we should first describe what an isogeny is. A more precise treatment of
elliptic curves and isogenies will appear in Subsection 2.2 when we generalise to higher
dimensions, so, for now, we collect only the most important features without explicit
references. All results can be found in Silverman III.4 [28] or Sutherlands’ Lectures [7].
An elliptic curve 𝐸 over 𝑘 (in short Weierstrass form) is a subset of ℙ2(𝑘) described

by the points (𝑋 ∶ 𝑌 ∶ 𝑍) satisfying 𝑍𝑌2 = 𝑋 3 + 𝑎𝑋𝑍2 + 𝑏𝑍3 with 𝑎, 𝑏 in 𝑘 and
4𝑎3 + 27𝑏2 ≠ 0. Every elliptic curve over 𝑘 has a group structure whose defining maps
are given by polynomials with coefficients in 𝑘. This makes the 𝑘-rational points 𝐸(𝑘),
namely the points on 𝐸 with coordinates in 𝑘, a subgroup of 𝐸.

5
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A map 𝜑∶ 𝐸 −→ 𝐸 ′ between two elliptic curves is called an isogeny if it is a non-zero
group morphism whose components 𝜑 = (𝜑𝑋 ∶ 𝜑𝑌 ∶ 𝜑𝑍) are described by polynomials
in 𝑋,𝑌, 𝑍. We say that 𝜑 is defined over 𝑘 if each component is a polynomial with
coefficients in 𝑘.
These components can be put into a standard form 𝜑 = (𝜓1𝜓4 ∶ 𝑌𝜓3𝜓2 ∶ 𝜓2𝜓4)

whereby 𝜓𝑖 are polynomials in only 𝑋 and 𝜓1, 𝜓2 and 𝜓3, 𝜓4 are each coprime pairs.
From this form, we can attach an integer constant called the degree of 𝜑, and it is equal
to the degree of 𝜓2 as a polynomial (this is also the degree of 𝜓4).
Moreover, we associate to every isogeny 𝜑∶ 𝐸 −→ 𝐸 ′ its reverse4 𝜑̃ ∶ 𝐸 ′ −→ 𝐸, an

isogeny which satisfies 𝜑̃ 𝜑 = [deg(𝜑)]𝐸 and 𝜑 𝜑̃ = [deg(𝜑)]𝐸. Here, [𝑁 ]𝐸 denotes the
multiplication-by-𝑁 isogeny on 𝐸, namely the map that takes a point 𝑒 in 𝐸 to 𝑁𝑒 =
𝑒 +⋯+ 𝑒.
The kernel of an isogeny is equal to its kernel as a group morphism, that is ker(𝜑) =

{𝑒 ∈ 𝐸 ∣ 𝜑(𝑒) = 0𝐸′}. Isogenies have finite kernels, and conversely for every finite sub-
group 𝐺 ⊆ 𝐸 there exists an isogeny 𝜑∶ 𝐸 −→ 𝐸 ′ with kernel 𝐺. We denote the kernel
of [𝑁 ]𝐸 by ker([𝑁]𝐸) = 𝐸[𝑁] and call it the N-torsion. It comprises all the points in 𝐸
whose order divides 𝑁.
If 𝜑(𝑒) = 0𝐸′ then 𝜑̃ 𝜑(𝑒) = deg(𝜑)𝑒 = 0𝐸 and so the kernel of a degree-𝑑 isogeny 𝜑

must lie in 𝐸[𝑑]. Moreover, 𝐸[𝑑] ≅ ℤ/𝑑ℤ × ℤ/𝑑ℤ when 𝑑 is prime to char(𝑘), and so
the kernel of any isogeny is spanned by at most two generators.
Finally, an isogeny is separable if the size |ker(𝜑)| of its kernel equals its degree

deg(𝜑). This means every separable isogeny is uniquely defined by its kernel up to
isomorphism.
The existence of the reverse map 𝜑̃ makes the notion of isogenous an equivalence

relation; indeed, if there exists an isogeny 𝐸 −→ 𝐸 ′, the reverse ensures the existence of
an isogeny 𝐸 ′ −→ 𝐸. This leads us to consider the first isogeny

Problem. Given two elliptic curves 𝐸,𝐸 ′ defined over a finite field 𝑘, decide
whether they are isogenous over 𝑘.

This problem can be solved in (classical) polynomial time using two results. Indeed,
firstly by Theorem 1.(c) of [59], two elliptic curves are isogenous by isogenes defined
over 𝑘 if and only if they have the same number of 𝑘-rational points; and secondly the
Schoof-Elkies-Atikin (SEA) point counting algorithm [60] counts 𝑘-rational points on
elliptic curves in polynomial time, giving us an exact tool for deciding this isogeny
problem.
So we would like to convert this problem into a computational one; essentially a

problem that asks to produce an isogeny between 𝐸 and 𝐸 ′. Since an isogeny is a
function, it will be described by a program for which there may not exist a canonical
form. In the literature, we speak of an isogeny representation for such a program [89].
A naïve representation is simply by the polynomial maps 𝜑 = (𝜑𝑋 ∶ 𝜑𝑌 ∶ 𝜑𝑍), perhaps

in standard form 𝜑 = (𝜓1𝜓4 ∶ 𝑌𝜓3𝜓2 ∶ 𝜓2𝜓4). These can be evaluated in the time it takes

4This is usually referred to as the dual in the literature. We will see why we used the term reverse later.
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to evaluate a polynomial of degree deg(𝜓2) = deg(𝜑). That is, linearly in the degree of
the isogeny.
Conversely, recall that every separable isogeny is uniquely defined by its kernel up to

isomorphism. Vélu’s formulae [61] give an algorithm to compute a (separable) isogeny
from its kernel, and so another way to represent an isogeny is by a description of its
kernel. Vélu’s formulae also have complexity 𝑂(deg(𝜑)) to evaluate an isogeny.
In special cases, the VeluSqrt methods of [69] yield an isogeny representation of

complexity of 𝑂(√deg(𝜑)). Namely, when ker(𝜑) = ⟨𝑃⟩ is generated by a point 𝑃
of prime order in 𝐸(𝐹𝑞). Then VeluSqrt can evaluate 𝜑 on points in 𝐸(𝐹𝑞) in the
advertised time and recover (the equation for) 𝐸 ′.
This discussion prompts us to formalise the second isogeny hardness

Problem. Given two elliptic curves 𝐸,𝐸 ′ defined over a finite field 𝑘, find an
isogeny 𝐸 −→ 𝐸 ′ that is defined over 𝑘 and return an isogeny representation of this
isogeny.

An up-to-date resource for current isogeny problems and the status of the best
algorithms to solve them is maintained at [58].

1.4 The isogeny class-group action

Due to Deuring [28, Cor. 9.4], it is well-known that the endomorphism ring End(𝐸)
of an elliptic curve 𝐸/𝐹𝑞, comprising isogenies from 𝐸 −→ 𝐸 (and the zero map on
𝐸), is isomorphic to either (i) an order within an imaginary quadratic field or (ii) a
maximal order within a quaternion algebra. In the first case, we say that 𝐸 has complex
multiplication by 𝒪 ≅ End(𝐸) and call the curve ordinary; and in the second case,
we say that 𝐸 has quaternionic multiplication and call 𝐸 supersingular. A precise
description of orders in quadratic imaginary number fields will come in Subsection 3.1.
For ordinary elliptic curves, we can form a naturally arising action in the following

way. Let 𝐸 be an ordinary elliptic curve, End(𝐸) its endomorphism ring, isomorphic
to 𝒪 an order inside the imaginary quadratic field ℚ(√𝐷). For every ideal 𝐼 of 𝒪 we
can write down the intersection 𝐻(𝐼) of all kernels of endomorphisms in 𝐼. As the
intersection of finite subgroups, 𝐻(𝐼) is a finite subgroup and so gives rise to an isogeny
𝜑𝐼 ∶ 𝐸 −→ 𝐸 ′ with kernel 𝐻(𝐼) where 𝐸 ′ is uniquely defined by 𝐻(𝐼) up to isomorphism.
Notably, if 𝐼 = 𝛼𝒪 is a principal ideal, then 𝐻(𝐼) = ker(𝛼) (because 𝒪 contains 1), so
ker(𝜑𝐼) = ker(𝛼) and 𝐸 ′ ≅ 𝐸 (because we know that 𝛼∶ 𝐸 −→ 𝐸).
This suggests to define an action of 𝐺 = {ideals of 𝒪}/ {principal ideals of 𝒪} on

isomorphism classes of elliptic curves by mapping the pair [𝐼 ], [𝐸] to the class of the
codomain [𝐸 ′] of the arising isogeny 𝜑𝐼 ∶ 𝐸 −→ 𝐸 ′. We write [𝐼 ]⋅[𝐸] = [𝐸 ′]. Since principal
ideals correspond to endomorphisms, the (isomorphism class of the) target curve does
not depend on the representative of 𝐼. Alas, there are still two obvious hurdles to making
this suggestion precise. Firstly, how we make 𝐺 into a group; and secondly, determining
whether the (isomorphism class of the) target curve 𝐸 ′ of an isogeny 𝜑𝐼 ∶ 𝐸 −→ 𝐸 ′ also
has an endomorphism ring End(𝐸 ′) ≅ 𝒪, so that the action of 𝐺 is still well-defined on
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𝐸 ′. After all, we must define the set on which 𝐺 acts: if End(𝐸 ′) ≇ End(𝐸) = 𝒪, it is
not clear how an ideal class [𝐽 ] in 𝐺 should act on [𝐼 ] ⋅ [𝐸] = [𝐸 ′].
The first problem, of turning 𝐺 into a group is solved by using the language of

the ideal class-group. First, we only consider invertible ℐ(𝒪) ideals, namely ideals
𝐼 ⊆ 𝒪 for which there exist another ideal 𝐽 ⊆ 𝒪 so that 𝐼𝐽 ⊆ 𝒪 is principal. On
ℐ(𝒪), we define the “group law”5 by usual ideal multiplication. Clearly every principal
ideal is invertible by this definition and the set of principal ideals 𝒫(𝒪) ⊆ ℐ(𝒪) form a
subgroup. Finally, to make this into a group proper (with unique inverses), we define
the ideal class-group as the quotient Cl(𝒪) = ℐ(𝒪)/𝒫(𝒪).
The second problem, of determining the endomorphism ring of 𝐸 ′ when 𝜑𝐼 ∶ 𝐸 −→ 𝐸 ′

is an isogeny with kernel 𝐻(𝐼) from an invertible ideal 𝐼 is answered by Waterhouse
in [73, Th. 4.5]. It tells us that indeed, End(𝐸) ≅ End(𝐸 ′). Isogenies between elliptic
curves with isomorphic endomorphism ring are called horizontal in general. Not only
this, it tells us that the class-group of 𝒪 acts freely and transitively on Ell𝑞(𝒪), the set of
isomorphism classes of elliptic curves 𝐸 ′ over 𝐹𝑞 with endomorphism rings End(𝐸 ′) ≅ 𝒪.
In particular |Ell𝑞(𝒪)| = |Cl(𝒪)|.
This action can be extended to supersingular curves using the language of orienta-

tions. The endomorphism ring of a supersingular elliptic curve is a quaternion algebra
of rank-4 viewed as a ℤ-module. An 𝒪-orientation of a supersingular elliptic curve by
an order 𝒪 of an imaginary quadratic number field is an injection 𝜄 ∶ 𝒪 ↪−→ End(𝒪).
Stated by Colò and Kohel [74], and then proved by Onuki [75], the isogeny class-

group action of 𝒪 on the set of 𝒪-oriented supersingular elliptic curves EllSS𝑞 (𝒪) is free
and transitive; making EllSS𝑞 (𝒪) a homogeneous space for Cl(𝒪).
Due to Siegel [79], it is known that |Cl(𝒪𝐷)| ∼ √−𝐷. So to achieve 128 bits of

classical security, we require 𝐷 to have 512 bits: firstly the class-group Cl(𝒪𝐷) has size
256 bits, and the attack of Galbraith, Hess and Smart [68] halve the bits again.
The vectorisation problem of the isogeny class-group action is closely related to the

isogeny problem. Indeed, given an oracle to compute the vectorisation problem, we can
use Page and Robert’s CLAPOTI to compute an efficient isogeny representation of an
isogeny between the two challenge curves.

1.5 Clapoti and computing the class-group action in polyno-
mial time

The CSIDH group action is actually a restricted cryptographic group action (in the
language of [25]), meaning the action can only be computed efficiently on a generat-
ing subset 𝑔1, … , 𝑔𝑛. Computing 𝑔𝑥 for arbitrary 𝑔 = 𝑔𝑒11 ⋯𝑔𝑒𝑛𝑛 is expensive for large
exponents 𝑒𝑖.
A method to remedy this problem, first employed by CSI-FiSh, is to use relations in

𝐺 to rewrite 𝑔 = 𝑔𝑒11 ⋯𝑔𝑒𝑛𝑛 as a somehow “smaller” product 𝑔 = 𝑔𝑒
′
1

1 ⋯𝑔𝑒
′
𝑛𝑛 using lattice

5This is not a well-defined group, because there is not a unique neutral element for this group law, and
so inverses are not unique either.
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reduction techniques on the lattice of relations satisfied by elements in 𝐺 = Cl(𝒪).
This is accounted more precisely by Panny in [57]. We can view every element

𝑔 = 𝑔𝑒11 ⋯𝑔𝑒𝑛𝑛 in 𝐺 as an integer vector (𝑒1, … , 𝑒𝑛). By computing the (structure of the)
class-group, we obtain the relation lattice 𝛬 ⊆ ℤ𝑛, comprising vectors (𝑒1, … , 𝑒𝑛) so
that 𝑔𝑒11 ⋯𝑔𝑒𝑛𝑛 = 𝑒 is the neutral element.
Now doing a sub-exponential lattice reduction (e.g. via the BKZ algorithm), we

obtain a shorter basis of 𝛬, and given an element 𝑔 = 𝑔𝑒11 ⋯𝑔𝑒𝑛𝑛 we can find a shorter
representation 𝑔 = 𝑔𝑒

′
1

1 ⋯𝑔𝑒
′
𝑛𝑛 by solving the closest vector problem in 𝛬. Indeed, if

(𝜆1, … , 𝜆𝑛) in 𝛬 is the closest vector to (𝑒1, … , 𝑒𝑛) we obtain 𝑔 = 𝑔(𝑒1−𝜆1)
1 ⋯𝑔(𝑒𝑛−𝜆𝑛)

𝑛

(because 𝑔𝜆11 ⋯𝑔𝜆𝑛𝑛 = 𝑒). We remark that solving the closest vector problem can be
done in polynomial time, and the distance to the closest 𝛬 vector is dictated by the
quality of the reduced basis of 𝛬.
From this we conclude that the better the quality of the reduced basis of 𝛬 (i.e.

the shorter the basis vectors), the smaller 𝑒𝑖 − 𝜆𝑖 will be, and the cheaper it is to
evaluate 𝑔. In other words, there is a tradeoff between finding a good quality basis of
𝛬 and evaluating the action: the more time spent on lattice reduction, the cheaper the
evaluation and vice versa. Even with a quantum computer, there is no simultaneous
polynomial time solution to this conflict.
Nevertheless, for concrete instantiations (and not interest in asymptotic complexity),

we see that it is advantageous allocate as many resources as possible to the class-group
computation and lattice reduction steps, as these are merely pre-computations and only
need to be done once. CSI-FiSh [43] did exactly this for the CSIDH-512 parameter set,
and pre-computed the structure of Cl(𝒪) with a reduced basis, where 𝒪 is an order in
ℚ(√𝐷) with 𝐷 of 512-bits. This took around 50 core-years. Computing larger class-
groups to obtain better security appears to be out of reach at the current time since this
has classical sub-exponential cost (and we do not have sufficiently powerful quantum
computers to execute the polynomial time quantum algorithms). We stress that for
asymptotic analysis, we still have the non-polynomial lattice reduction step to consider.
Page and Robert’s CLAPOTI is the first truly polynomial-time evaluation of the

isogeny class-group action. It does not require any (significant) pre-computation and
so can be scaled to any parameters of choice. More precisely, CLAPOTI does not need
to know the structure of the class-group to operate and is an (efficient) cryptographic
group action.

1.6 Goals of this work

The goal of this thesis is to asses the practical feasibility of employing Page and Robert’s
CLAPOTI [2] algorithm to compute the isogeny class-group action on ordinary elliptic
curves. Their main result was to deliver an asymptotic polynomial time algorithm to
compute the isogeny class-group action on any elliptic curve (ordinary or supersingular),
but by demanding new tools for computing higher-dimensional isogenies and specific
algorithms for manipulating ideals in the ideal class-group, their paper leaves open the
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question of whether CLAPOTI can be used for concrete, efficient evaluation of the isogeny
class-group action.
The general technique is of CLAPOTI is to embed isogenies arising from the (isogeny)

class-group action into isogenies of higher dimension. Indeed, if 𝜑𝐼 ∶ 𝐸 −→ 𝐸𝐼 is the
isogeny arising from the action of the class [𝐼 ] in the class-group Cl(𝒪), CLAPOTI will
embed this into a new isogeny 𝛷𝐼 ∶ 𝐸 × ⋯ × 𝐸 −→ (𝐸𝐼 = 𝐸 ′

1) × ⋯ × 𝐸 ′
𝑛 of dimension 𝑛

which it hopes is easier to compute. The source curves are all 𝐸, but the target curves
𝐸 ′

1, … ,𝐸 ′
𝑛 may be different. We see that intuitively, 𝜑𝐼 was embedded into the “first

component” of 𝛷𝐼.
Fortunately, the dimension 𝑛 of the higher-dimensional isogeny 𝛷𝐼 into which is

𝜑𝐼 embedded remains modest: 𝑛 is only ever 2, 4 or 8. Unfortunately, at the time of
writing, the only available implementation for higher-dimensional isogenies can compute
isogenies of dimension 𝑛 = 2. This places restrictions on which isogenies 𝜑𝐼 can be
computed, and requires careful manipulation of the ideals in the class-group (e.g. finding
other ideals 𝐽, representing the same class [𝐼 ] = [𝐽 ] of whom we hope that the isogeny
𝜑𝐽 ∶ 𝐸 −→ 𝐸𝐽 ≅ 𝐸𝐼 has “better” properties).
Using the library of [3], that computes 2-dimensional isogenies, I wrote an almost

complete Sage implementation to compute the isogeny class-group action on ordinary
elliptic curves. Falling just short of a complete evaluation, the work of this thesis justifies
the claim that CLAPOTI cannot be used to practically evaluate the isogeny class-group
action on ordinary elliptic curves, due to limitations in the framework used to compute
higher-dimensional isogenies.
More precisely, regardless of the implementation, current understanding of practi-

cally computing higher-dimensional isogenies between products of elliptic curves 𝐸1 ×
⋯×𝐸𝑛 −→ 𝐸 ′

1×⋯×𝐸 ′
𝑛 requires the source curves to have a specific structure: it requires

the 𝐸𝑖 to have sufficiently large rational 2𝑛-torsion. This requirement is fundamentally
at odds with also requiring the (ordinary) source curves 𝐸𝑖 to have endomorphism rings
𝒪𝑖 with cryptographically large class-groups Cl(𝒪𝑖).
Recall that we begin with an ordinary elliptic curve 𝐸 that has endomorphism ring

𝒪. Then Cl(𝒪) acts on Ell𝑞(𝒪) via isogenies 𝜑𝐼 ∶ 𝐸 −→ 𝐸𝐼 from the ideals 𝐼 representing
elements [𝐼 ] of the class-group. For this to be cryptographically useful, Cl(𝒪) must be
large. Now CLAPOTI tries to embed 𝜑𝐼 into e.g. 2-dimensions 𝛷𝐼 ∶ 𝐸 × 𝐸 −→ 𝐸𝐼 × 𝐸 ′

𝐼.
To compute this, we require 𝐸 to have rational 2𝑛-torsion, demonstrating that both
requirements (endomorphism ring has large class-group, and sufficient 2𝑛-torsion) are
necessary.
From this, however, we may draw the following positive conclusion. The methods

of CLAPOTI should be practically efficient when acting on supersingular elliptic curves.
They are not burdened with the conflict between having sufficient 2𝑛-torsion and having
an endomorphism ring with a large class-group. We explain why in Subsection 4.8.
A more detailed description of the results and conclusions of this work is found in

Subsection 4.8. There we list the implementations of this thesis and give examples of
their capabilities. The source code of these implementations is available at
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github.com/rrueger/IsogenyClassGroupComputation

In Section 2, we introduce the necessary tools from arithmetic geometry to for-
mulate the CLAPOTI argument and specialise its use to ordinary elliptic curves. We
demonstrate how Kani’s Lemma (Lemma 2.4), a central part of the higher-dimensional
theory, arises naturally when generalising isogenies between elliptic curves to isogenies
between products of elliptic curves.
In Section 3, we supply the necessary theory to write algorithms for the ideal class-

group. In particular, we give a computationally advantageous explicit representation of
ideals in the class-group.
In Section 4, we combine the theory of the previous two sections and provide methods

for finding suitable ordinary elliptic curves with the desired features of sufficient ratio-
nal 2𝑛-torsion and endomorphism ring with large class groups (in an cryptographically
unsafe way). On these toy examples, test our implementations.
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2
Higher-dimensional Isogenies

In this chapter we describe how isogenies between elliptic curves can be computed
efficiently by going into higher dimensions.
We give a high-level overview in the following. The tools we use to compute a

(separable) isogeny (in any dimension 𝑟) generally take as input the kernel as a set of
generators and output equations of the codomain (up to isomorphism) and an explicit
formula to compute the isogeny. The best known algorithms of this type are variations
on Vélu’s formulae [61] and run in asymptotic linear time in the degree 𝑑𝑟 = |ker(𝜑)|.
That is, exponential in the size 𝑟 log(𝑑) of the degree.
Therefore, traditionally (without higher-dimensional methods), the only computable

isogenies between elliptic curves of large degree were those with smooth degree. Indeed,
if 𝑑 = 𝑝1⋯𝑝𝑛 with 𝑝𝑖 ≤ 𝐵 possibly repeated, then the 𝑑-isogeny 𝜑 can be decomposed
into 𝑛 isogenies 𝜑 = 𝜑1⋯𝜑𝑛 of degree 𝑝𝑖. Each of these can be computed in time linear
in 𝑝𝑖 and so the total computation is of cost 𝑂(𝑝1 +⋯+ 𝑝𝑛) = 𝑂(𝑛𝐵) = 𝑂(log(𝑑)𝐵).
The insight of Kani’s Lemma is that an isogeny of arbitrary (read non-smooth)

degree 𝑑 can be embedded into a smooth degree isogeny in higher dimensions in such
a way that the values and codomain of the original isogeny can be recovered after
evaluating the higher-dimensional isogeny.
This gives us the slogan: smooth-degree isogenies can be computed efficiently, but

non-smooth-degree isogenies cannot be computed efficiently; however embedding a non-
smooth-degree isogeny into higher dimensions allows us to compute the starting isogeny
efficiently.

2.1 Isogenies between elliptic curves

We first give a short primer on projective varieties. We begin with affine space. Let 𝑘
be a field and 𝑘 its algebraic closure. This distinction is important, and to be explicit
we will always write 𝑘 instead of simply requiring 𝑘 to be algebraically closed.
We denote by 𝔸𝑛(𝑘) the affine 𝑘-space, it is a topological space whose underlying

set is 𝑘
𝑛
which is endowed with the Zariski topology. This is the topology gener-

ated by the closed sets 𝑍(𝑓) def.= {𝑥 ∈ 𝔸𝑛(𝑘) ∣ 𝑓(𝑥) = 0} where 𝑓 is a polynomial in
𝑘[𝑥1, … , 𝑥𝑛]. Closed subsets of 𝔸𝑛(𝑘), that is, arbitrary intersections of 𝑍(𝑓𝑖), are called
affine varieties.
We define the projective 𝑘-space ℙ𝑛(𝑘) to be the equivalence classes of 𝔸𝑛+1(𝑘)−{0}

modulo the equivalence 𝑥 ∼ 𝑦 if there exists a 𝜆 in 𝑘 such that 𝜆𝑥 = 𝑦, that is,
modulo scalar equivalence. The points in ℙ𝑛(𝑘) are usually 0-indexed and written as
(𝑥0 ∶ 𝑥1 ∶ … ∶ 𝑥𝑛). Since points are only defined up to scalars, we can only define the zero-
locus 𝑍(𝑓) = {𝑥 ∈ ℙ𝑛(𝑘) ∣ 𝑓(𝑥) = 0} of homogeneous polynomials in 𝑘[𝑥0, 𝑥1, … , 𝑥𝑛],
namely polynomials which satisfy 𝑓(𝜆𝑥) = 𝜆𝑑𝑓(𝑥) for some fixed 𝑑 and all 𝜆 in 𝑘. Else,
we encounter problems: the polynomial 𝑓(𝑥0, 𝑥1) = 𝑥2

0 + 𝑥0 is zero evaluated at (1,−1)
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but not (2,−2) even though these represent the same point in ℙ1(𝑘). The constant 𝑑
attached to 𝑓 in the equation 𝑓(𝜆𝑥) = 𝜆𝑑𝑓(𝑥) is the degree of 𝑓. The Zariski topology
on ℙ𝑛(𝑘) is the topology generated by the closed sets 𝑍(𝑓). Irreducible closed subsets
of ℙ𝑛(𝑘) are called projective varieties. Recall that a topological space is irreducible
if it cannot be written as the union of non-empty proper closed sets (a stronger notion
than connectedness).
Although a priori every affine (projective) variety is the arbitrary intersection of

some zero-loci 𝑍(𝑓𝑖), Hilbert’s basis theorem and Nullstellensatz together tell us that
every (projective) variety 𝑉 is cut out by finitely many polynomials 𝑓𝑖, that is 𝑉 =
𝑍(𝑓1) ∩⋯ ∩ 𝑍(𝑓𝑛).
The full generality of varieties (and schemes) comes in the language of locally

ringed spaces. These are topological spaces endowed with a sheaf of rings, whose stalks
are local rings. In the following, we show that affine varieties 𝑉 = 𝑍(𝑓1, … , 𝑓𝑚) ⊆ 𝔸𝑛(𝑘)
are indeed locally-ringed by their structure sheaf , usually denoted 𝒪𝑉 or 𝛤𝑉.
This sheaf is given on open sets 𝑈 ⊆ 𝑉 as the ring 𝒪𝑉(𝑈) of regular functions

𝑈 −→ 𝑘, namely the ring of functions 𝑈 −→ 𝑘 which can be locally written as the quotient
of two polynomials in 𝑘[𝑥1, … , 𝑥𝑛]; addition and multiplication on this ring are given
by pointwise addition and multiplication. This assignment 𝑈 ↦ 𝒪𝑉(𝑈) satisfies the
restriction and gluing axioms that a sheaf must satisfy (i) the restriction 𝑓|𝑊 of a
regular function 𝑓 in 𝒪𝑉(𝑈) to an open subset 𝑊 is again a regular function in 𝒪𝑉(𝑊);
and (ii) regular functions 𝑓𝑖 in 𝒪𝑉(𝑊𝑖) defined on an open cover𝑊𝑖 of 𝑈, compatible on
the intersections 𝑊𝑖 ∩𝑊𝑗, glue uniquely to a regular function 𝑓 on 𝑉. The coordinate
ring of 𝑉 is given by 𝒪𝑉(𝑉) ≅ 𝑘[𝑥1, … , 𝑥𝑛]/(𝑓1, … , 𝑓𝑚)𝑘[𝑥1, … , 𝑥𝑛] and usually denoted
by 𝑘[𝑉]. When 𝑉 is irreducible, 𝑘[𝑉] = 𝒪𝑉(𝑉) is an integral domain and we define the
field of functions on 𝑉 to be 𝑘(𝑉) = Frac(𝑘[𝑉]). Note that in 𝑘[𝑉] and 𝑘(𝑉), the “𝑘”
is simply notation, and does not reflect the field 𝑘 over which the variety 𝑉 is defined
(and is why it is not written as 𝑘[𝑉]).
As for any sheaf, the stalk 𝒪𝑉,𝑝 of 𝒪𝑉 at a point 𝑝 in 𝑉 is defined as the limit 𝒪𝑉,𝑝 =

lim𝑝∈𝑈𝒪𝑉(𝑈). Less abstractly, this is simply the ring of equivalence classes [(𝑈, 𝑓)]
comprising pairs of open neighbourhoods 𝑈 ⊆ 𝑉 of 𝑝 and regular functions 𝑓 ∶ 𝑈 −→ 𝑘,
modulo the equivalence (𝑈, 𝑓) ∼ (𝑈 ′, 𝑓′) if there exists an open subset 𝑊 ⊆ 𝑈 ∩ 𝑈 ′

so that 𝑓|𝑊 = 𝑓′|𝑊. The stalk of an affine variety 𝑉 at the point 𝑝 is equal to the
localisation of the coordinate ring 𝒪𝑉(𝑉) by the maximal ideal of regular functions in
𝒪𝑉(𝑉) vanishing at 𝑝 [9, 3.19]. Hence 𝒪𝑉,𝑝 is a local ring (it is a localisation) and 𝑉 is
locally-ringed by 𝒪𝑉.
In general, a morphism of a locally-ringed spaces (𝑋,𝒪𝑋) −→ (𝑌,𝒪𝑌) is given by

a pair (𝜑, 𝜑∗) comprising a continuous map 𝜑∶ 𝑋 −→ 𝑌 and a pullback map 𝜑∗ which
induces a morphism of rings 𝜑∗

𝑈 ∶ 𝒪𝑌(𝑈) −→ 𝒪𝑋(𝜑−1(𝑈)) on every open set 𝑈 ⊆ 𝑌
subject to the following conditions (i) the pullback commutes with restrictions, that
is, for all open 𝑉 ⊆ 𝑈 ⊆ 𝑌 we have 𝜑∗

𝑈(𝑓|𝑉) = 𝜑∗
𝑈(𝑓)|𝜑−1(𝑉); and (ii) the induced map

on stalks 𝜑∗
𝑝 ∶ 𝒪𝑌,𝜑(𝑝) −→ 𝒪𝑋,𝑝; [(𝑈, 𝑓)] ↦ [(𝜑−1(𝑈), 𝜑∗

𝑈(𝑓))] is local, that is, it sends the
maximal ideal of 𝒪𝑌,𝜑(𝑝) to that of 𝒪𝑋,𝑝. A morphism (𝜑, 𝜑∗) is an isomorphism if 𝜑 has
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a continuous inverse, and if 𝜑∗ induces isomorphisms 𝜑∗
𝑈 ∶ 𝒪𝑌(𝑈) ∼−→ 𝒪𝑋(𝜑−1(𝑈)).

With this terminology, we define a variety 𝑉 over 𝑘 to be a locally-ringed space
with a sheaf of 𝑘-algebras 𝒪𝑉 that is covered by affine patches. These patches are open
sets 𝑈𝑖 ⊆ 𝑉 that are isomorphic to affine varieties 𝑊𝑖 ⊆ 𝔸𝑛(𝑘) over 𝑘 as locally-ringed
spaces. By this definition, projective varieties in ℙ𝑛(𝑘) are in fact varieties. Indeed, the
open sets 𝑈𝑖 = ℙ𝑛(𝑘) − 𝑍(𝑋𝑖) = {(𝑥0 ∶ 𝑥1 ∶ ⋯ ∶ 𝑥𝑖−1 ∶ 1 ∶ 𝑥𝑖+1 ∶ ⋯ ∶ 𝑥𝑛) ∣ 𝑥𝑖 ∈ 𝑘} form
an open cover of ℙ𝑛(𝑘), and are each isomorphic to 𝔸𝑛(𝑘). Hence for any projective
variety 𝑉 ⊆ ℙ𝑛(𝑘) (a closed subset) we obtain the affine patches 𝑈𝑖 ∩ 𝑉 by restricting
the isomorphisms 𝑈𝑖 ≅ 𝔸𝑛(𝑘) to 𝑈𝑖 ∩ 𝑉. This justifies overloading the previous term
“projective variety” to mean a variety that is isomorphic to a closed subset of ℙ𝑛(𝑘).
Since the structure sheaf of a variety is not only a sheaf of rings, but also a sheaf

of 𝑘-valued functions (regular functions) any continuous map 𝜑∶ 𝑋 −→ 𝑌 automatically
satisfies the conditions (i) and (ii) that a morphism of locally-ringed spaces must satisfy
if 𝑓 ∘𝜑 lies in 𝒪𝑋(𝜑−1(𝑈)) for every 𝑓 in 𝒪𝑌(𝑈) and 𝑈 ⊆ 𝑌 open. Moreover, a morphism
of locally-ringed spaces between varieties 𝜑∶ 𝑋 −→ 𝑌 is automatically an isomorphism if
𝜑 has a continuous inverse 𝜑−1 and 𝜑−1 ∶ 𝑌 −→ 𝑋 is a morphism of locally-ringed spaces.
This immediately implies that every morphism of affine varieties 𝑉 ⊆ 𝔸𝑛(𝑘) −→

𝑊 ⊆ 𝔸𝑚(𝑘) is given by a map 𝜑 = (𝜑1, … , 𝜑𝑛) whose components are regular functions
𝑉 −→ 𝑘. This is why morphisms of varieties are often also called regular maps (regular
maps have regular functions as their components), a convention we will adopt for its
brevity.
In the projective case we can be a little more concrete. Here a map 𝑉 ⊆ ℙ𝑛(𝑘) −→

𝑊 ⊆ ℙ𝑚(𝑘) is regular if and only if 𝜑 = (𝜑1 ∶ … ∶ 𝜑𝑚) with 𝜑𝑖 (homogeneous) polynomials
𝜑𝑖 in 𝑘[𝑥1, … , 𝑥𝑛], not arbitrary regular functions. Indeed, we show that every map
𝜂 = (𝜂1 ∶ … ∶ 𝜂𝑚) ∶ 𝑉 ⊆ ℙ𝑛(𝑘) −→ 𝑊 ⊆ ℙ𝑚(𝑘) whose components are regular functions
𝑉 −→ 𝑘 is equal to some 𝜑 = (𝜑1 ∶ … ∶ 𝜑𝑚) with 𝜑𝑖 polynomials. Essentially this is
a consequence of projective varieties being irreducible by definition, and that we can
multiply through by the denominators of the regular functions 𝜂𝑖 without changing the
value of the function 𝜂 in projective space.
Following this outline, we first show that a regular function 𝜁 ∶ 𝑉 −→ 𝑘 defined

on an projective variety 𝑉 ⊆ ℙ𝑛(𝑘) is given by the quotient of two polynomials in
𝑘[𝑥0, 𝑥1, … , 𝑥𝑛] on the whole of 𝑉. Recall that a function 𝜁 ∶ 𝑉 −→ 𝑘 is regular if a ev-
ery point 𝑝 in 𝑉 there exists a neighbourhood 𝑈 ⊆ 𝑉 of 𝑝 and polynomials 𝑓𝑝, 𝑔𝑝 in
𝑘[𝑥0, 𝑥1, … , 𝑥𝑛] such that 𝜁|𝑈𝑝 = 𝑓𝑝/𝑔𝑝. (We previously summarised this as “locally being
the quotient of polynomials”). We remark that for this quotient to be well-defined, these
polynomials must be homogeneous of the same degree and 𝑔𝑝 must be non-zero on 𝑈𝑝.
Now consider another point 𝑞 in 𝑉, a neighbourhood 𝑈𝑞 thereof and 𝑓𝑞, 𝑔𝑞 polynomials
in 𝑘[𝑥0, 𝑥1, … , 𝑥𝑛] so that 𝜁|𝑈𝑞 = 𝑓𝑞/𝑔𝑞. Hence 𝑓𝑝/𝑔𝑝 = 𝑓𝑞/𝑔𝑞 ⟺ 𝑓𝑝𝑔𝑞 = 𝑓𝑞𝑔𝑝 on the open
set 𝑈𝑝 ∩ 𝑈𝑞 (non-empty because 𝑉 is irreducible). However 𝑓𝑝𝑔𝑞 = 𝑓𝑞𝑔𝑝 holds exactly on
𝑍(𝑓𝑝𝑔𝑞 − 𝑓𝑞𝑔𝑝) ⊆ ℙ𝑛(𝑘) a closed set containing 𝑈𝑝 ∩ 𝑈𝑞. Note that 𝑓𝑝𝑔𝑞 − 𝑓𝑞𝑔𝑝 is a homo-
geneous polynomial, because each of 𝑓𝑝, 𝑔𝑝, 𝑓𝑞, 𝑔𝑞 are homogeneous and each pair 𝑓𝑝, 𝑔𝑝
and 𝑓𝑞, 𝑔𝑞 are each of the same degree. However, since 𝑉 is irreducible, the intersection
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of any two non-empty open sets is non-empty dense. Hence 𝑍(𝑓𝑝𝑔𝑞 − 𝑓𝑞𝑔𝑝) contains the
closure of 𝑈𝑝 ∩ 𝑈𝑞, which is the whole of 𝑉. Consequently 𝜁 = 𝑓𝑝/𝑔𝑝 = 𝑓𝑞/𝑔𝑞 on the
entirety of 𝑉. This quotient is not just a local representation.
So we know that 𝜂 = (𝜂1 ∶ … ∶ 𝜂𝑛) has components each given by some 𝜂𝑖 = 𝑓𝑖/𝑔𝑖 with

𝑓𝑖, 𝑔𝑖 homogeneous polynomials in 𝑘[𝑥0, 𝑥1, … , 𝑥𝑛]. Moreover, since 𝜂 is well-defined, the
𝑔𝑖 are non-zero on 𝑉 and so we can multiply every component 𝜂𝑖 by 𝑔1⋯𝑔𝑛 to obtain
a well defined map 𝜂′ = ((𝑔1⋯𝑔𝑛)𝜂1 ∶ … ∶ (𝑔1⋯𝑔𝑛)𝜂𝑛). However, since 𝜂 is a map into
projective space, 𝜂 = 𝜂′. Hence 𝜂 = 𝜑 = (𝜑1 ∶ … ∶ 𝜑𝑛) with 𝜑𝑖 = 𝑔1⋯𝑔𝑛𝜂1 homogeneous
polynomials in 𝑘[𝑥0, 𝑥1, … , 𝑥𝑛] as claimed.
Finally, we note that it is customary to denote 𝑥0, 𝑥1, 𝑥2 by 𝑋,𝑌, 𝑍 when discussing

ℙ2(𝑘). This is a little unfortunate, for it mixes the use of 𝑍 as an indeterminate variable,
and 𝑍(⋅) as the zero-locus. From context, however, there should not be cause for
confusion.
We now recall the following definition of an elliptic curve (there are many equivalent

ones [11, pg. 1]). An elliptic curve 𝐸 over the base field 𝑘 (characteristic ≠ 2, 3)
in short Weierstrass form is a projective variety cut out from ℙ2(𝑘) by an equation
𝑌2𝑍 = 𝑋 3 + 𝑎𝑋𝑍 + 𝑏𝑍3 where 𝑎, 𝑏 in 𝑘 satisfy 4𝑎3 + 27𝑏2 ≠ 0. The coefficients
𝑎, 𝑏 are called the Weierstrass invariants of 𝐸. A general elliptic curve 𝐸 over 𝑘
(characteristic ≠ 2, 3) is then a projective variety that is isomorphic to an elliptic curve
in short Weierstrass form.
We stress that the curve is defined using data in 𝑘 but described with points in the

algebraic closure 𝑘. This difference is plainly clear when 𝑘 = 𝐹𝑞 is finite (our case of
interest) because then the set of solutions 𝑌2𝑍 = 𝑋 3 +𝑎𝑋𝑍 + 𝑏𝑍3 would be finite, and
we would have no “geometry” to speak of. That 4𝑎3+27𝑏2 ≠ 0 ensures non-singularity
of 𝐸. This can be understood as a geometric statement: it essentially means that the
curve has no “kinks”.
Choosing 0𝐸 = (0 ∶ 1 ∶ 0) to be the neutral element of 𝐸, we obtain a unique

commutative group law on 𝐸 [11, Rem. 1.3] given by a regular map +∶ 𝐸 × 𝐸 −→ 𝐸
defined over 𝑘 [28, III.2 Alg. 2.3]. That is to say, that the components of + have
coefficients in 𝑘. Here it was important that the 𝑎, 𝑏 defining 𝐸 lie in 𝑘. In fact, any
choice of neutral element 0𝐸 = (𝑋0 ∶ 𝑌0 ∶ 𝑍0) with 𝑋0, 𝑌0, 𝑍0 in 𝑘 results in a group law
given by a regular map defined over 𝑘 by [11, Cor 1.2]. An important consequence of
this, is that the set of 𝑘-rational points 𝐸(𝑘) ⊆ 𝐸, namely the points (𝑋 ∶ 𝑌 ∶ 𝑍) in 𝐸
with 𝑋,𝑌, 𝑍 in 𝑘, forms a subgroup of 𝐸.
Further, we note that 0𝐸 = (0 ∶ 1 ∶ 0) is the only point on 𝐸 for which 𝑍 = 0.

So, for all other points 𝑃 = (𝑋 ∶ 𝑌 ∶ 𝑍) ≠ 0𝐸 we have 𝑍 ≠ 0 and we can normalise
𝑃 = (𝑋/𝑍 ∶ 𝑌/𝑍 ∶ 1). This gives rise to the affine coordinates of 𝐸 and we may write
𝐸 = 𝑍(𝑦2 − (𝑥3 + 𝑎𝑥 + 𝑏)) ∪ {0𝐸} where 0𝐸 is an abstract point called the point at
infinity. It is common to write projective coordinates in upper case 𝑋,𝑌, 𝑍 and affine
coordinates in lower case 𝑥, 𝑦.
Since elliptic curves are groups and projective varieties, it is natural to define a

morphism of elliptic curves 𝜑∶ 𝐸 −→ 𝐸 ′ to be a morphism of both projective varieties
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(regular map) and a morphism of groups. In the literature (especially that of Abelian
varieties) these morphisms are often called homomorphisms.
For elliptic curves there exists a more explicit standard form [7, Lecture 4] for any

isogeny 𝜑∶ 𝐸 −→ 𝐸 ′, written in affine form as

𝜑(𝑥 ∶ 𝑦 ∶ 1) = (
𝑢(𝑥)
𝑣(𝑥)

∶
𝑠(𝑥)
𝑡(𝑥)

𝑦 ∶ 1) = (𝑢(𝑥)𝑡(𝑥) ∶ 𝑣(𝑥)𝑠(𝑥)𝑦 ∶ 𝑡(𝑥)𝑣(𝑥))

and 𝜑(0 ∶ 1 ∶ 0) = (0 ∶ 1 ∶ 0)

with 𝑢, 𝑣 and 𝑠, 𝑡 each coprime. We note that, since 𝜑 is a map into 𝐸 ′ cut out by
𝑍𝑌2 = 𝑋 3 + 𝑎′𝑋𝑍2 + 𝑏′𝑍3, that

𝑦2𝑠(𝑥)2𝑣(𝑥)3 = 𝑡(𝑥)2 (𝑢(𝑥)3 + 𝑎′𝑢(𝑥)2 + 𝑏′)

and so 𝑠(𝑥) = 0 if and only if 𝑡(𝑥) = 0. Moreover, the kernel of 𝜑 is given by the zeros
of 𝑠(𝑥). Hence, if 𝜑 is separable, its degree is exactly the degree of 𝑠(𝑥).
Together with the results from our informal introduction to isogenies between elliptic

curves in Subsection 1.3, this lays the technical foundations for generalising to higher
dimensions.

2.2 Isogenies between principally polarised Abelian varieties

In this subsection we introduce principally polarised Abelian varieties, isogenies between
them and discuss how they generalise elliptic curves to higher dimensions.
A short remark on the literature and presentation. At the time of writing, there

appear to be three standard references for (not necessarily complex) Abelian varieties,
Milne [11], Edixhoven-Moonen-Gerard [31] and Mumford [27]. Unlike the others, Milne
takes an approach amenable to working with varieties in the sense of algebraic spaces
as opposed to full generality of schemes; this is advantageous because it generalises
the usual approach to elliptic curves more directly. Conversely, Milne’s book is not as
comprehensive as the other references. We try to stay with Milne’s presentation, and
only cite the others when necessary.
Consider the product 𝐸 ×𝐸 ′ of two elliptic curves 𝐸,𝐸 ′. As the product of groups,

it is a group and as the product of irreducible varieties it is an irreducible variety ([12,
Prop. 5.20]); but it is not an elliptic curve for it somehow has “dimension” 2. In general, a
variety together with a group law is known as an Abelian variety, but it turns out, that
Abelian varieties alone are too general and we require them to be principally polarised.
This involves the notion of the dual (Abelian) variety. To successfully convince ourselves
that these new objects truly are a generalisation of elliptic curves, and to understand
what features they have, we give a brief introduction in the following.
With our definition of an elliptic curve from the previous subsection in mind, we

now give what we intuitively would like the definition of an Abelian variety to be. An
Abelian variety 𝐴 over the field 𝑘 is a non-singular irreducible projective variety 𝐴 over
𝑘 defined using data in 𝑘, equipped with a commutative group law 𝐴 × 𝐴 −→ 𝐴 and an
inverse 𝐴 −→ 𝐴 whose formulae are given by regular maps defined over 𝑘. We denote the
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law of 𝐴 by +, the inverse by − and the (𝑘-rational) neutral element by 0𝐴 or just 0.
We denote such an Abelian variety by 𝐴/𝑘 like we do for elliptic curves.
As with any algebro-geometric object, the language of schemes can be used for

rigorous formalisation and analysis. Since Abelian varieties are still varieties, they do
not require the full generality of schemes and an intermediate formalisation, namely
that of algebraic spaces can be used [10, Ch. 11].
We recall that the study of “classical”6 varieties lives in a world in which all fields 𝑘

are algebraically closed, and attaches to every finitely generated 𝑘-algebra a geometric
object which we call an affine variety7; the study of schemes generalises this by assigning
every arbitrary ring a geometric object which we call an affine scheme; the study of
algebraic spaces apply the construction of affine schemes not to any arbitrary ring, but
again to finitely generated 𝑘-algebras where 𝑘 is not necessarily algebraically closed.
Here, the notion of defining a variety with data over 𝑘, but viewing it in ℙ𝑛(𝑘) (or
𝔸𝑛(𝑘), the non-projective affine space) is formalised by extending scalars. Milne notes
that extending scalars generally behaves well when the base field 𝑘 is perfect (e.g. 𝑘 = 𝐹𝑞
finite) [11, pg. 168].
Nevertheless, we will forgo all of these formalisms, and content ourselves with the

following definition. We recall that a projective variety over 𝑘 is a (locally-ringed space
that is isomorphic to some) closed subset of ℙ𝑛(𝑘), which in turn is cut out by some
homogeneous polynomials 𝑓𝑖 in 𝑘[𝑋1, … ,𝑋𝑛]. To capture the notion, that our Abelian
variety 𝐴 is defined using data in 𝑘, we require 𝐴 to be a projective variety in which each
of the 𝑓𝑖 have a scalar 𝜆𝑖 so that 𝜆𝑖𝑓𝑖 lies in 𝑘[𝑋1, … ,𝑋𝑛] ⊆ 𝑘[𝑋1, … ,𝑋𝑛]. Since scaling
the polynomials does not change the zero-locus, this effectively equivalent to asking that
the 𝑓𝑖 lie in 𝑘[𝑥1, … , 𝑥𝑛] directly. We recall that a regular map 𝑉 ⊆ ℙ𝑛(𝑘) −→ 𝑊 ⊆ ℙ𝑚(𝑘)
of (irreducible projective) varieties over 𝑘 is a map 𝜑 = (𝜑1, … , 𝜑𝑚), whose components
𝜑𝑖 are be (homogeneous) polynomials in 𝑘[𝑋1, … ,𝑋𝑛]. We say that such a regular map
is defined over an extension 𝑘′ of 𝑘, if there exists a constant 𝜆 in 𝑘 (universal for all
𝑖 = 1,… , 𝑛) so that the 𝜆𝜑𝑖 lie in 𝑘′[𝑋1, … ,𝑋𝑛] ⊆ 𝑘[𝑋1, … ,𝑋𝑛]. When 𝑘′ = 𝑘, we simply
say 𝜑 is defined over 𝑘. This tells us what it means for the group law and inverse to
be regular over 𝑘 as we stipulated in our informal definition. In particular, the set of
𝑘-rational points 𝐴(𝑘) on 𝐴 then form a subgroup.
We note that under this definition, elliptic curves are Abelian varieties. Indeed, an

elliptic curve 𝐸/𝑘 is a projective variety furnished with a group law and inverse defined
by regular maps over 𝑘. We also note that under this definition, the product of (finitely
many) Abelian varieties over 𝑘 is an Abelian variety over 𝑘. Indeed, the product of
projective varieties is again a projective variety, a fact shown by the Segre embedding
ℙ𝑛 × ℙ𝑚 ↪−→ ℙ(𝑚+1)(𝑛+1)−1 taking ((𝑥0 ∶ ⋯ ∶ 𝑥𝑛), (𝑦0 ∶ ⋯ ∶ 𝑦𝑚)) ↦ (𝑥𝑖𝑦𝑗)𝑖,𝑗. This map
has integer coefficients, so the defining equations and the group laws (defined over 𝑘)
transferred under the embedding are still defined over 𝑘.

6I quote “classical”, since Milne overloads the term “algebraic variety” when he introduces algebraic spaces
to now allow non-algebraically closed fields.

7When introducing varieties, we did this in reverse. We began with a geometric object (points in some
space satisfying some polynomials) and defined on this a sheaf of rings, which was a 𝑘-algebra.
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We note that Abelian varieties are automatically non-singular. We recall that a
point 𝑃 on an affine variety 𝑉 is non-singular or regular if the stalk at 𝑃 is regular,
or equivalently if 𝑃 lies in exactly one irreducible component 𝑊, and if the dimension
of the Zariski tangent space 𝑇𝑝(𝑉) at 𝑃 has dimension (as a vector space) equal to the
dimension of 𝑊 (as a topological space) [12, Cor. 4.45]. This is analogous to being
non-singular on a manifold. Importantly, being (non-)singular is a local condition.
We now note that the non-singular locus 𝑁 of 𝐴 (or indeed any variety) is open and
dense [12, Th. 4.37]. However, the translation isomorphisms 𝑡𝑎 ∶ 𝐴 −→ 𝐴; 𝑥 ↦ 𝑥 + 𝑎
cover the entirety of 𝐴 with the non-singular patch 𝑁, and so the whole of 𝐴 is non-
singular. In more detail, let us consider the point 𝑃 on 𝐴 outside of 𝑁, which is a
priori singular and pick a non-singular point 𝑄 in 𝑁. The translation map 𝑡𝑄−𝑃 maps
𝑃 to 𝑄, and in particular establishes an isomorphism between any neighbourhood of 𝑃
to a neighbourhood of 𝑄. Since being non-singular is a local condition, this suffices to
conclude that 𝑃 is also non-singular. In essence, it is the existence of the regular group
law that enforces non-singularity.
The dimension of an Abelian variety 𝐴 (or any variety) is its dimension as a topo-

logical space. That is, the supremum over 𝑛 for which there exists a strictly increasing
chain 𝑍0 ⊊ ⋯ ⊊ 𝑍𝑛 of (non-empty) irreducible closed subsets of 𝐴. For example,
𝑘 viewed as an affine variety over 𝑘 (i.e. endowed with the Zariski topology) has di-
mension 1 because the Zariski topology on 𝑘 is the cofinite topology: the only closed
sets are finite sets (and the whole of 𝑘). Note that 𝑘 is not an Abelian variety for
it is not projective. We can equivalently define the dimension of an Abelian variety
𝐴 (or any irreducible variety) to be the transcendence degree trdeg𝑘(𝑘(𝐴)) over 𝑘 of
its field of functions 𝑘(𝐴) [12, Sec. 5.j]. In fact, since 𝑘(𝑈) ≅ 𝑘(𝐴) for any open
dense subset 𝑈 of 𝐴, we see that Elliptic curves have dimension 1: the function field
𝑘(𝑈) = 𝑘(𝑥, 𝑦)/(𝑥3 + 𝑎𝑥 + 𝑏 − 𝑦2)𝑘(𝑥, 𝑦) of the affine patch 𝑈 = 𝐸 − 𝑍(𝑍)8 on 𝐸 has
transcendence degree 1 over 𝑘. Consequently elliptic curves over 𝑘 are Abelian varieties
over 𝑘 of dimension 1. A hard(er) fact to prove, is that in fact elliptic curves are all
of the Abelian varieties of dimension 1. Finally, given an Abelian variety, its 𝑛-fold
product 𝐴𝑛 has dimension 𝑛dim(𝐴).
A regular map 𝐴 −→ 𝐵 between two Abelian varieties that preserves the group struc-

tures is called a homomorphism. A surjective homomorphism between two Abelian
varieties of the same dimension is called an isogeny. In analogy to results on elliptic
curves, we note that a regular map must only assign 0𝐴 ↦ 0𝐵 for it to preserve the whole
group structure. This is a consequence of the important Rigidity theorem [11, Th. 1.1].
In particular, isogenies between elliptic curves are isogenies between Abelian varieties.
We say an isogeny between 𝑟-dimensional Abelian varieties is an 𝑟-dimensional isogeny.
This gives meaning to the statement embedding an isogeny into “higher dimension”. Fi-
nally we define the degree deg(𝑓) of an isogeny 𝑓 ∶ 𝐴 −→→ 𝐵 to be the degree of the
induced field extension 𝑓∗ ∶ 𝑘(𝐵) ↪−→ 𝑘(𝐴) of the function fields 𝑘(𝐴), 𝑘(𝐵) of 𝐴,𝐵 (i.e.
the degree of 𝑓 as a regular map); and call 𝑓 separable if the extension is separable. This

8That is, the zero-locus of the variable 𝑍 in 𝑘[𝑋,𝑌, 𝑍].
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is compatible with our definition of the degree of an isogeny between elliptic curves.
We define the kernel ker(𝑓) of an isogeny 𝑓 ∶ 𝐴 −→ 𝐵 to be its kernel as a group

morphism, that is, the set of points in 𝐴 sent to 0𝐵 by 𝑓. The kernel of any isogeny
is finite (in fact, this is equivalent to an isogeny being surjective [11, Prop. 7.1]), and
forms a subgroup of 𝐴 (it is the kernel of a group morphism). Conversely, for every
finite subgroup 𝐾 of 𝐴 there exists an isogeny 𝐴 −→ 𝐵, unique up to compositions with
isomorphisms, with kernel 𝐾 [11, Th. 8.10, Rem. 8.12]. Therefore, we call 𝐵 the quotient
of 𝐴 by 𝐾 and write 𝐵 = 𝐴/𝐾. It is defined uniquely up to isomorphism.
As with elliptic curves, the prototypical example of an isogeny of Abelian varieties is

the endomorphism of scalar multiplication ormultiplication-by-𝑁, defined as mapping
𝑎 ↦ 𝑁𝑎 for some integer 𝑁. These maps are surely regular because the group laws are
regular, and send 0 to 0. Proving that they are surjective (except when 𝑁 = 0) is
a more involved [11, Th. 7.2]. Nevertheless, they are isogenies. We usually denote
multiplication-by-𝑁 on 𝐴 by [𝑁 ]𝐴 or just [𝑁 ] since the multiplication-by-𝑁 map is well-
defined on every Abelian variety and acts in the same way. We write 𝐴[𝑁] = ker([𝑁]𝐴)
and call this the 𝑁-torsion on 𝐴. Moreover, since the group laws are defined over 𝑘,
[𝑁 ]𝐴 is a well-defined group morphism on 𝐴(𝑘).
An isogeny between Abelian varieties defined over 𝑘 is separable when its degree is

coprime to char 𝑘 [14, Prop. 2.20]; and, as with elliptic curves, deg(𝑓) = |ker(𝑓)| for
separable isogenies. As such, multiplication-by-𝑁 for 𝑁 coprime to the characteristic of
𝑘 satisfies |ker([𝑁]𝐴)| = deg([𝑁]𝐴) = 𝑁 2dim(𝐴) with the last equality due to [11, Th. 7.2].
For every degree-𝑑 isogeny 𝑓 ∶ 𝐴 −→ 𝐵 there exists another isogeny 𝑔 ∶ 𝐵 −→ 𝐴 so that

𝑔𝑓 = [𝑑]𝐴 and 𝑓𝑔 = [𝑑]𝐵 [31, Prop 5.12]. This gives us the isogenous equivalence
relation as we had it for elliptic curves. In fact, the theorem of Tate [59, Theorem 1.(c)]
that we cited to tell us whether elliptic curves are 𝑘-isogenous, also applies for Abelian
varieties. That is, two Abelian varieties 𝐴,𝐵 over 𝑘 are isogenous via an isogeny defined
over 𝑘 if and only if |𝐴(𝑘)| = |𝐵(𝑘)|.
However, if 𝑟 = dim(𝐴) = dim(𝐵) ≥ 2 and 𝑑 prime to char 𝑘 then deg(𝑔)deg(𝑓) =

𝑑2𝑟 and consequently deg(𝑔) = 𝑑2𝑟−1. We do not see this ugly imbalance deg(𝑓) ≠ deg(𝑔)
for elliptic curves because 𝑑2𝑟−1 = 𝑑 when the dimension 𝑟 = 1. Fortunately, there is
a remedy for this, giving us the reversed map 𝑓̃ ∶ 𝐵 −→ 𝐴 with deg(𝑓) = deg( 𝑓̃ ) and
𝑓̃ 𝑓 = [𝑑 ′]𝐴. Unfortunately, 𝑑 ′ is no longer the degree of 𝑓, and perhaps even more
unfortunately, it requires more sophisticated tools from our algebro-geometric toolbox,
namely the dual Abelian variety.
For every Abelian variety 𝐴, there exists another Abelian variety 𝐴∨ of dimension

dim(𝐴) which we call the dual of 𝐴; and for every homomorphism 𝑓 ∶ 𝐴 −→ 𝐵, there
exists a homomorphism 𝑓∨ ∶ 𝐵∨ −→ 𝐴∨ which we call the dual of 𝑓. If 𝑓 is an isogeny,
then 𝑓∨ is also an isogeny of degree deg(𝑓) which we call the dual isogeny [11, Th. 9.1;
31, Th. 6.18, Def. 6.19]. The dual variety (and so dual isogeny) is uniquely defined up
to unique isomorphism by a universal property (which we do not state) [11, Rem. 8.7].
The dual is reflexive, that is (𝑓∨)∨ = 𝑓 and (𝐴∨)∨ = 𝐴. In other words, the map
𝐴 −→ 𝐴∨ is a dualising contravariant functor in the category of Abelian varieties. Finally,
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(𝐴 × 𝐴)∨ ≅ 𝐴∨ × 𝐴∨. That is, the dual commutes with the product.
Every divisor 𝐷 (an irreducible subvariety of codimension 1) of an Abelian variety 𝐴

induces an isogeny 𝜆𝐷 ∶ 𝐴 −→ 𝐴∨. We call such isogenies polarisations of 𝐴. We call the
pair (𝐴, 𝜆𝐷) a polarised Abelian variety (PAV). When 𝜆𝐷 is an isomorphism, we call it a
principal polarisation and call the pair (𝐴, 𝜆𝐷) a principally polarised Abelian variety
(PPAV). Elliptic curves are canonically principally polarised. This (correctly) suggests
that PPAVs are the “true” generalisation of elliptic curves to higher dimensions.
Milne notes that 𝐴 and its dual 𝐴∨ are isogenous, but not usually isomorphic [11,

pg. 3, Abelian varieties as generalizations of elliptic curves]. Conversely, 𝐴 is always
isogenous to a PPAV, which may not be the dual [27, Cor. 1, pg. 234; 31, Cor. 11.26].
See [30] for an explicit example of an Abelian variety that is not isomorphic to its dual.
Moreover, even if an Abelian variety is isomorphic to its dual, this isomorphism might
not be canonical, and so we must choose one explicitly.
Once a polarisation 𝜆𝐷 ∶ 𝐴 −→ 𝐴∨ is chosen, we often denote it by 𝜆𝐴. There is no

notational ambiguity because 𝐴 is not a divisor of 𝐴 (it has codimension 0). Hence it
makes sense to speak of (𝐴, 𝜆𝐴) being a (P)PAV.
When (𝐴, 𝜆𝐴) is a (P)PAV, 𝐴×𝐴 is a (P)PAV endowed with the (principal) product

polarisation 𝜆𝐴 × 𝜆𝐴 ∶ 𝐴 × 𝐴 −→ (𝐴 × 𝐴)∨ ≅ 𝐴∨ × 𝐴∨. We will denote the product
polarisation of the 𝑛-fold product of (𝐴, 𝜆𝐴) by 𝜆(𝑛)

𝐴 .
A homomorphism 𝑓 ∶ (𝐴, 𝜆𝐴) −→ (𝐵, 𝜆𝐵) between PPAVs can be reversed by defining

𝑓̃ = 𝜆−1
𝐴 𝑓∨𝜆𝐵 ∶ 𝐵 −→ 𝐴. If 𝑓 is an isogeny, then so is 𝑓̃ . Since forming the dual

does not change the degree, (deg(𝑓∨) = deg(𝑓)), and the polarisations are principal
(i.e. isomorphisms), we see that deg(𝑓) = deg( 𝑓̃ ) as promised. We also note that the
reverse is also reflexive, that is the reverse of 𝑓̃ is again 𝑓. Moreover, the reverse of
a composition is the reversed composition of the reversals, that is, 𝑓̃𝑔 = 𝑔̃ 𝑓̃ . These
features are important, and illustrate why we require the target (𝐵, 𝜆𝐵) to be principally
polarised. A priori, for 𝑓̃ = 𝜆−1

𝐴 𝑓∨𝜆𝐵 to be well-defined, we only need 𝜆𝐴 to be invertible.
We also require 𝐵 to be a PPAV to form the reverse of the reverse.
Since elliptic curves are canonically principally polarised, we get the reversal of

isogenies between elliptic curves for free. Somewhat regrettably, the reversal of an
isogeny between elliptic curves is called the dual in most literature, most notably in
[28]; of course it is only somewhat regrettable because, after all, elliptic curves are
canonically isomorphic to their dual. That is to say, the distinction between the reversal
and dual is less important for isogenies between elliptic curves, since we almost always
consider elliptic curves as PPAVs together with their canonical principal polarisation.
If 𝑓̃ 𝑓 = [𝑑1]𝐴 and 𝑓 𝑓̃ = [𝑑2]𝐵 are scalar multiplications on 𝐴 and 𝐵 respectively,

the scalars 𝑑1, 𝑑2 must be the same 𝑁 = 𝑑1 = 𝑑2 and we call 𝑓 an 𝑁-isogeny. Indeed,
[𝑑2]𝐵𝑓 = 𝑓 𝑓̃ 𝑓 = 𝑓[𝑑1]𝐴 = [𝑑1]𝐵𝑓 so 𝑑1 = 𝑑2 because 𝑓 is surjective. By symmetry,
𝑓̃ is an 𝑁-isogeny if and only 𝑓 is. Analogously, we call an endomorphism that is an
𝑁-isogeny, an 𝑁-endomorphism. As with isogenies of elliptic curves, the composition of
an 𝑁-isogeny and an 𝑀-isogeny is a 𝑁𝑀-isogeny.
We note that isogenies between elliptic curves are all automatically 𝑁-isogenies,
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where 𝑁 coincides with the degree. This is not true for higher dimensional isogenies:
𝑓 𝑓̃ is not scalar multiplication for every (higher-dimensional) isogeny 𝑓 ∶ 𝐴 −→ 𝐵 (see
example shortly after Lemma 2.3), let alone scalar multiplication by its degree deg(𝑓).
What is true, however, is that the degree of an 𝑁-isogeny 𝐴 −→ 𝐵 of 𝑟-dimensional PPAVs
is 𝑁 𝑟. This demonstrates that the new nomenclature for isogenies between (potentially
higher dimensional) Abelian varieties is consistent with that of isogenies between elliptic
curves where we called degree-𝑑 isogenies 𝑑-isogenies.
We also make two easy observations about the kernel of an 𝑁-isogeny 𝑓 ∶ 𝐴 −→ 𝐵.

First, that ker(𝑓) = 𝑓̃ (𝐵[𝑁]). Indeed, 𝑓( 𝑓̃ (𝐵[𝑁])) = 𝑁𝐵[𝑁] = {0} so 𝑓̃ (𝐵[𝑁]) ⊆
ker(𝑓). Conversely, for every 𝑥 in ker(𝑓) there exists some 𝑦 in 𝐵 so that 𝑓̃ (𝑦) = 𝑥
because isogenies are surjective. Then 0 = 𝑓(𝑥) = 𝑓 𝑓̃ (𝑦) = 𝑁𝑦 and so 𝑦 lies in 𝐵[𝑁]
and 𝑥 = 𝑓̃ (𝑦) in 𝑓̃ (𝐵[𝑁]). Hence ker(𝑓) ⊆ 𝑓̃ (𝐵[𝑁]) and ker(𝑓) = 𝑓̃ (𝐵[𝑁]). The second
observation follows immediately from the first, and is simply that ker(𝑓) ⊆ 𝐴[𝑁].

2.3 Embedding isogenies: Kani’s Lemma and Zarhin’s Trick

In what follows, we describe how isogenies between PPAVs can be embedded into an
isogenies of higher dimensions. The prototypical example (and the case we are most
interested in) is to embed isogenies of elliptic curves (1-dimensional) into higher dimen-
sions (more precisely: 1, 2, or 4-dimensions).
The key property of such an embedding, is that a (lower-dimensional) isogeny of

arbitrary degree can be embedded into a higher-dimensional isogeny of smooth degree.
Using methods to compute higher dimensional isogenies, we hope to efficiently compute
the smooth-degree higher-dimensional isogeny and efficiently recover the values of the
lower-dimensional isogeny
We first begin with an elementary construction. Let 𝑓 ∶ (𝐴, 𝜆𝐴) −→ (𝐵, 𝜆𝐵) be an

isogeny between PPAVs. Then 𝑓(𝑛) = (𝑓,… , 𝑓) ∶ 𝐴𝑛 −→ 𝐵𝑛 is an isogeny between
𝑛dim(𝐴) = 𝑛dim(𝐵) dimensional PPAVs. Notably, its reversed map 𝑓̃(𝑛) ∶ 𝐵𝑛 −→ 𝐴𝑛

is given by ( 𝑓̃ , … , 𝑓̃ ) because the product polarisations on 𝐴𝑛, 𝐵𝑛 are just the 𝑛-fold
products 𝜆(𝑛)

𝐴 , 𝜆(𝑛)
𝐵 of the polarisations 𝜆𝐴, 𝜆𝐵 on 𝐴,𝐵 respectively. In other words, the

reversal of 𝑛-copies are 𝑛-copies of the reversal 𝑓̃(𝑛) = ( 𝑓̃ )(𝑛). Hence the resulting
isogeny 𝑓(𝑛) is also an 𝑁-isogeny, but now has degree deg(𝑓)𝑛.
For isogenies between products of elliptic curves we have a stronger converse in the

following

Lemma 2.1. An isogeny 𝑓 ∶ 𝐸1×⋯×𝐸𝑛 −→ 𝐸 ′
1×⋯×𝐸 ′

𝑛 is given by a matrix (𝑓𝑗,𝑖)𝑖,𝑗
of isogenies (or zero-maps) 𝑓𝑖,𝑗 ∶ 𝐸𝑖 −→ 𝐸 ′

𝑗 acting by matrix-multiplication.

Proof. To prove this, we simply define 𝑓𝑖,𝑗 = 𝜋𝑗𝑓𝜁𝑖 where 𝜁𝑖 is the inclusion 𝐸𝑖 ↪−→ 𝐸1 ×
⋯×𝐸𝑛; 𝑥𝑖 ↦ (0𝐸1, … , 0𝐸𝑖−1, 𝑥𝑖, 0𝐸𝑖+1, … , 0𝐸𝑛) and 𝜋𝑗 is the projection 𝐸 ′

1×⋯×𝐸 ′
𝑛 −→→ 𝐸 ′

𝑗.
The maps 𝑓𝑖,𝑗 are surely regular and send 0𝐸𝑖 to 0𝐸′

𝑗
. So, by [8, Prop. II.6.8], 𝑓𝑖,𝑗 are either

constantly zero, or surjective. Hence 𝑓𝑖,𝑗 is either a (non-zero) isogeny, or the zero-map.
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We must now only verify that 𝑓 = (𝑓𝑗,𝑖)𝑖,𝑗. Since 𝑓 is a group morphism

𝑓(𝑥) = 𝑓(𝑥1, … , 𝑥𝑛) =
𝑛

∑
𝑗=1

𝑓(0𝐸1, … , 0𝐸𝑗−1, 𝑥𝑗, 0𝐸𝑗+1, … , 0𝐸𝑛) =
𝑛

∑
𝑗=1

𝑓𝜁𝑗(𝑥𝑗),

so 𝜋𝑖𝑓(𝑥) = 𝜋𝑖𝑓𝜁1(𝑥1) + ⋯𝜋𝑖𝑓𝜁𝑛(𝑥𝑛) = ((𝑓𝑗,𝑖)𝑖,𝑗(𝑥))𝑖 = 𝜋𝑖((𝑓𝑗,𝑖)𝑖,𝑗(𝑥)) and we conclude
that 𝑓 = (𝑓𝑗,𝑖)𝑖,𝑗.

This inspires us to look at matrices of isogenies. We return to the more general setting
of Abelian varieties. If 𝐴1, … , 𝐴𝑛, 𝐵1, … , 𝐵𝑛 are 𝑟-dimensional PPAVs and 𝑓𝑖,𝑗 ∶ 𝐴𝑖 −→ 𝐵𝑗
isogenies, then the matrix 𝐹 = (𝑓𝑗,𝑖)𝑖,𝑗 is a homomorphism 𝐴1×⋯×𝐴𝑛 −→ 𝐵1×⋯×𝐵𝑛
when acting my matrix multiplication. We verify that this is well-defined, in particular
that we must “transpose” the maps: the 𝑖-th element of the image vector lies in 𝐵𝑖 and
is given by 𝑏𝑖 = 𝐹𝑖,1(𝑎1) +⋯+𝐹𝑖,𝑛(𝑎𝑛) = 𝑓1,𝑖(𝑎1) +⋯+ 𝑓1,𝑖(𝑎𝑛), which is indeed a sum
of elements in 𝐵𝑖.
Even though such a matrix is a homomorphism between equal dimensional Abelian

varieties, it must not be surjective, and so, is not necessarily an isogeny. An obvious
example is (1, 1; 1, 1) ∶ 𝐴 × 𝐴 −→ 𝐴 × 𝐴. A partial result is found in [31] where it is
proven that a non-singular integer matrix is an isogeny (Prop. 11.28; note: to speak of
the degree of a homomorphism implies that it is surjective, and so an isogeny). This
demonstrates that [8, Prop. II.6.8], an important ingredient to the proof of Lemma 2.1,
does not generalise to higher dimensions. Nevertheless, we have defined the duals and
reversals of a homomorphism and so can try to determine when 𝐹 is an 𝑁-isogeny. All
that is required to be shown is that 𝐹̃ 𝐹 = [𝑁] and 𝐹 𝐹̃ = [𝑁], because then 𝐹 (and 𝐹̃ )
is surjective, and so isogenies. For this, we need the following

Lemma 2.2. The dual of the homomorphism 𝐹 = (𝑓𝑗,𝑖)𝑖,𝑗 is given by 𝐹∨ = (𝑓∨𝑖,𝑗)𝑖,𝑗.

That is, the dual of a matrix of homomorphisms is the transpose of the entry-wise
duals. This can be proven using the usual strategy for objects defined with a universal
property: pick the object which intuitively should be correct, show that it satisfies the
universal property and conclude that the intuition was correct. In our case 𝐹∨ is a map
𝐵∨

1 × ⋯ × 𝐵∨
𝑛 −→ 𝐴∨

1 × ⋯ × 𝐴∨
𝑛 , and since 𝐹 comes from a matrix, we expect its dual

𝐹∨ to also come from a matrix. Hence (𝐹∨)𝑖,𝑗 is a map 𝐵∨
𝑗 −→ 𝐴∨

𝑖 for which only the
candidate 𝑓∨𝑖,𝑗 remains. We stress that the above is only a proof idea, because we did
not state the universal property of the dual, so we could not have verified it. The result
is correct nevertheless. It is proven for integer matrices [31, 11.28], and the reversal
version (Cor. 2.3 below) is proven for 2 × 2 matrices of isogenies in [20, pg. 100] (the
result from which Kani’s Lemma is taken).
Since the product polarisations act componentwise, 𝜆(𝑛)

𝐴 , 𝜆(𝑛)
𝐵 act like scalar matrices

and 𝐹̃ = (𝜆(𝑛)
𝐴 )−1𝐹∨𝜆(𝑛)

𝐵 = (𝜆−1
𝐴 )(𝑛)𝐹∨𝜆(𝑛)

𝐵 . From this, we conclude the

Corollary 2.3. The reversal of the homomorphism 𝐹 = (𝑓𝑗,𝑖)𝑖,𝑗 is given by 𝐹̃ =
( 𝑓̃𝑖,𝑗 )𝑖,𝑗.

So like the dual, the reversal of a matrix of isogenies is the transpose of the entry-wise
reversals.
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This immediately tells us that even when a matrix of isogenies is an isogeny, it is
likely not an 𝑁-isogeny. That is, 𝐹 𝐹̃ is likely not of the form [𝑁 ] = 𝑁 id𝑛×𝑛. We can
easily construct such an example: let 𝐹 = (1, 2; 3, 4) (this is an isogeny because it is a
non-singular matrix), then 𝐹 𝐹̃ = 𝐹𝐹 𝑡 = (5, 11; 11, 25) is not a scalar multiplication.
We will find criteria to ensure a 2 × 2 matrix 𝐹 is in fact an 𝑁-isogeny. To that

end, let 𝑓𝑖,𝑗 ∶ 𝐴𝑖 −→ 𝐵𝑗 be 𝑑𝑖,𝑗-isogenies between the PPAVs 𝐴1, 𝐴2, 𝐵1, 𝐵2 and set 𝐹 =
(𝑓𝑗,𝑖)𝑖,𝑗 ∶ 𝐴1 × 𝐴2 −→ 𝐵1 ×𝐵2.
We compute 𝐹̃ 𝐹 ∶ 𝐴1 × 𝐴2 −→ 𝐴1 × 𝐴2 to obtain

( 𝑓̃1,1 𝑓̃1,2
𝑓̃2,1 𝑓̃2,2

)(𝑓1,1 𝑓2,1
𝑓1,2 𝑓2,2

) = ( 𝑓̃1,1 𝑓1,1 + 𝑓̃1,2 𝑓1,2 𝑓̃1,1 𝑓2,1 + 𝑓̃1,2 𝑓2,2
𝑓̃2,1 𝑓1,1 + 𝑓̃2,2 𝑓1,2 𝑓̃2,1 𝑓2,1 + 𝑓̃2,2 𝑓2,2

)

= ( [𝑑1,1 + 𝑑1,2]𝐴1 𝑓̃1,1 𝑓2,1 + 𝑓̃1,2 𝑓2,2
𝑓̃2,1 𝑓1,1 + 𝑓̃2,2 𝑓1,2 [𝑑2,1 + 𝑑2,2]𝐴2

) .

This is a scalar multiplication if and only if

(i) 𝑑1,1 + 𝑑1,2 = 𝑑2,1 + 𝑑2,2 , (ii) 𝑓̃1,1 𝑓2,1 + 𝑓̃1,2 𝑓2,2 = 0 and (iii) 𝑓̃2,1 𝑓1,1 + 𝑓̃2,2 𝑓1,2 = 0.

Point (i) delivers important insight. If 𝐹 is an 𝑁-isogeny, then 𝑁 = 𝑑1,1 + 𝑑2,1. This
illustrates behaviour that was previously impossible: obtaining from some isogenies a
new isogeny whose degree is a sum of degrees, and not the product of degrees as one
obtains through composition.
We also note that these points together imply that 𝑑1,1 = 𝑑2,2 and 𝑑1,2 = 𝑑2,1. Indeed,

(ii) and (iii) both imply 𝑑1,1𝑑2,1 = 𝑑1,2𝑑2,2, so solving (i) for 𝑑2,1 and substituting this in
we obtain 0 = 𝑑1,1𝑑2,1−𝑑1,2𝑑2,2 = 𝑑1,1(𝑑1,1+𝑑1,2−𝑑2,2)−𝑑1,2𝑑2,2 = (𝑑1,1+𝑑1,2)(𝑑1,1−𝑑2,2);
for which only 𝑑1,1 = 𝑑2,2 is possible because degrees are positive.
Points (ii) and (iii) are equivalent, since one equation is the reversal of the other.

Writing down the commutative diagram corresponding to point (iii) we obtain

𝐴1 𝐵1

𝐵2 𝐴2

𝑓1,1

−𝑓1,2 𝑓̃2,1

𝑓̃2,2

(2.1)

From this, we conclude that a 2 × 2 matrix 𝐹 = (𝑓𝑗,𝑖)𝑖,𝑗 of 𝑑𝑖,𝑗-isogenies 𝑓𝑖,𝑗 ∶ 𝐴𝑖 −→ 𝐵𝑗 is
a 𝑁-isogeny 𝐴1 ×𝐴2 −→ 𝐵1 ×𝐵2 if and only if the isogenies 𝑓𝑖,𝑗 fit into the commutative
diagram (2.1) with 𝑑1,1 = 𝑑2,2 and 𝑑1,2 = 𝑑2,1. In this case 𝑁 = 𝑑1,1 + 𝑑2,1 = 𝑑2,1 + 𝑑2,2.
This is usually stated in reverse (starting with a square) and is known as Kani’s

Lemma 2.4 (Kani, [17, Lem 2.1]). Let

𝐴 𝐶

𝐶 ′ 𝐵

𝑔1

ℎ1 𝑔2

ℎ2

be a (not necessarily commuting) diagram of isogenies between principally polarised
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Abelian varieties such that 𝑔1, ℎ2 are 𝑑1-isogenies and ℎ1, 𝑔2 are 𝑑2-isogenies. In
particular, the degrees of parallel isogenies in the diagram are equal.

The resulting Kani map

𝐾 = ( 𝑔1 𝑔̃2
−ℎ1 ℎ̃2

) ∶ 𝐴 × 𝐵 −→ 𝐶 ×𝐶 ′

is a 𝑑1 + 𝑑2 isogeny if and only if the square commutes.
In such cases we call the square a Kani square.

At least within the isogeny-based cryptography community, this Lemma is attributed
to Kani, for it is an observation taken from the proof of Kani’sReducibility Theorem [20,
Th. 2.6, pg. 100].
Since isogenies are uniquely defined by their kernels (up to isomorphism) and our

computational tools will use the kernel to compute isogenies, we would like to compute
the kernel of 𝐾 as a function of the 𝑔𝑖, ℎ𝑗. Since we are interested in separable isogenies,
we assume that 𝑑 = 𝑑1 + 𝑑2 is prime to the characteristic of 𝑘 over which the PPAVs
𝐴,𝐶,𝐶 ′, 𝐵 are defined.
We give the description of the kernel in an extended version of Kani’s

Lemma 2.5. Let
𝐴 𝐶

𝐶 ′ 𝐵

𝑔1

ℎ1 𝑔2

ℎ2

be a Kani square and 𝐾 = (𝑔1, 𝑔̃2 ; −ℎ1, ℎ̃2 ) ∶ 𝐴×𝐵 −→ 𝐶×𝐶 ′ the corresponding Kani
map. Then

ker(𝐾) = {( 𝑔̃1 (𝑣) − ℎ̃1 (𝑤), 𝑔2(𝑣) + ℎ2(𝑤)) ∣ 𝑣 ∈ 𝐶[𝑑], 𝑤 ∈ 𝐶 ′[𝑑]} .

If the kernels of 𝑔̃1 , 𝑔2 intersect trivially we say the square is orthogonal and

ker(𝐾) = {( 𝑔̃1 (𝑣), 𝑔2(𝑣)) ∣ 𝑣 ∈ 𝐶[𝑑]} .

Finally, if 𝑑1 is prime to 𝑑2 we say the square is minimal and

ker(𝐾) = {(𝑑1𝑥, 𝑔2𝑔1(𝑥)) ∣ 𝑥 ∈ 𝐴[𝑑]} .

Proof. To prove the lemma, we recall that ker(𝑓) = 𝑓̃ (𝐵[𝑁]) for any 𝑁-isogeny 𝑓 ∶ 𝐴 −→
𝐵 and compute

ker(𝐾) = 𝐹̃ (𝐶[𝑑] × 𝐶 ′[𝑑])

= ( 𝑔̃1 − ℎ̃1
𝑔2 ℎ2

)(𝐶[𝑑] × 𝐶 ′[𝑑])

= {( 𝑔̃1 (𝑣) − ℎ̃1 (𝑤), 𝑔̃2 (𝑣) + ℎ̃2 (𝑤)) ∣ 𝑣 ∈ 𝐵1[𝑑], 𝑤 ∈ 𝐵2[𝑑]} .

Giving the first kernel description of the lemma. This is not particularly enlightening.
However, when the kernels of 𝑔̃1 , 𝑔2 intersect trivially, 𝐾̃ is injective on 𝐶 × {0} and
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we obtain the second, simpler, description of the kernel

ker(𝐾) = 𝐾̃ (𝐶[𝑑] × 𝐶 ′[𝑑]) (∗)= 𝐾̃ (𝐶[𝑑] × {0}) = {( 𝑔̃1 (𝑣), 𝑔2(𝑣)) ∣ 𝑣 ∈ 𝐶 ′[𝑑]} .

When the kernels 𝑔̃1 , 𝑔2 intersect trivially, 𝐾̃ is injective because 𝐾̃ (𝑣, 0) = ( 𝑔̃1 (𝑣), 𝑔2(𝑣)) =
(0, 0) if and only if 𝑣 lies in ker( 𝑔̃1 ) ∩ ker(𝑔2); and (∗) holds because 𝐾̃ (𝐶[𝑑] × {0}) is
contained in 𝐾̃ (𝐶[𝑑] × 𝐶 ′[𝑑]), but

𝑑2𝑟 = |𝐶[𝑑] × {0}| 𝐾̃ inj.= | 𝐾̃ (𝐶[𝑑] × {0})|

≤| 𝐾̃ (𝐶[𝑑] × 𝐶 ′[𝑑])| = |ker(𝐾)| 𝐾 sep.= deg(𝐾) = 𝑑2𝑟

shows that these nested sets have the same (finite) cardinality. Hence they must be
equal.
Finally, we note that when 𝑑1 is prime to 𝑑2 (in particular then, the kernels of 𝑔̃1 , 𝑔2

intersect trivially), the map 𝑔1 ∶ 𝐴[𝑑] −→ 𝐶[𝑑] is a bijection and we yield the final, even
simpler, description of the kernel

ker(𝐾) = {( 𝑔̃1 (𝑣), 𝑔2(𝑣)) ∣ 𝑣 ∈ 𝐶[𝑑]}
= {( 𝑔̃1 𝑔1(𝑥), 𝑔2𝑔1(𝑥)) ∣ 𝑥 ∈ 𝐴1[𝑑]}
= {(𝑑1𝑥, 𝑔2𝑔1(𝑥)) ∣ 𝑥 ∈ 𝐴1[𝑑]} .

Indeed, 𝑔1 is bijective on 𝐴[𝑑] because on the one hand, it is injective: ker(𝑔1) ∩ 𝐴[𝑑] ⊆
𝐴[𝑑1] ∩ 𝐴[𝑑] = {0} because 𝑑1 is prime to 𝑑2 and therefore also to 𝑑 = 𝑑1 + 𝑑2; and on
the other hand 𝐴[𝑑], 𝐶[𝑑] are finite sets of the same cardinality, so injectivity implies
surjectivity.

This lemma has deep consequences for computing isogenies. It immediately suggests
that, if 𝐴[𝑑] is accessible (e.g. 𝑑 is power-smooth), and 𝑓 = 𝑔2𝑔1 = ℎ2ℎ1 is known on (a
basis of) 𝐴[𝑑], then we can compute 𝑓 on all 𝐴 efficiently using algorithms for computing
the 𝑑-isogeny 𝐾 in higher dimensions.
Prompted by our previous discussion, we ask whether it is possible to construct

𝑁-isogenies emanating from 𝐴 for arbitrary 𝑁. Considering only 𝑁-endomorphisms, we
answer this question positively with the following

Lemma 2.6 (Zarhin’s Trick). Let 𝐴 be an Abelian variety and 𝑚 a non-negative
integer. There exists an 𝑚-endomorphism 𝛼 of 𝐴𝑠, whereby 𝑠 = 1, 2 or 4 depend-
ing on whether 𝑚 can be written as the sum of 1, 2 or 4 squares. Finding this
endomorphism takes randomised expected time 𝑂((log(𝑚))2(log log(𝑚))−1).

We immediately note that every non-negative integer is the sum of at most four squares
by Jacobi’s four-square theorem. If 𝐴 in this lemma is an elliptic curve (i.e. 1-dimensional),
this lemma guarantees the existence of an endomorphism of 𝐴𝑠 of arbitrary degree.

Proof of the lemma. We give a direct construction. When 𝑚 = 𝑚2
1 is a square, we

may simply write 𝛼 = [𝑚1]. When 𝑚 = 𝑚2
1 + 𝑚2

2, we can write down the matrix
𝛼 = (𝑚1,𝑚2; −𝑚2,𝑚1) as an endomorphism of 𝐴2. A brief computation shows that
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𝛼 𝛼̃ = 𝛼𝛼𝑡 = (𝑚2
1 +𝑚2

2) id2 and so 𝛼 is an 𝑚-endomorphism. The same can be done in
4 dimensions when 𝑚 = 𝑚2

1 +𝑚2
2 +𝑚2

3 +𝑚2
4. Here we write

𝛼 =
⎛
⎜⎜⎜⎜
⎝

𝑚1 𝑚2 𝑚3 𝑚4
−𝑚2 𝑚1 𝑚4 −𝑚3
−𝑚3 −𝑚4 𝑚1 𝑚2
−𝑚4 𝑚3 −𝑚2 𝑚1

⎞
⎟⎟⎟⎟
⎠

for which a computation shows that 𝛼 𝛼̃ = 𝛼𝛼𝑡 = (𝑚2
1 +𝑚2

2 +𝑚2
3 +𝑚2

4) id4 and so 𝛼 is
an 𝑚-endomorphism.
In any of these cases, we must find 𝑚1,𝑚2,𝑚3,𝑚4 (some possibly zero), such that

𝑚 = 𝑚2
1 + 𝑚2

2 + 𝑚2
3 + 𝑚2

4. This can be done in the advertised time [34]. In practice,
sage has a fast implementation.
We note that 𝛼 in no way depended on 𝐴. That is to say, the same 𝑠 × 𝑠 matrix 𝛼

induces an 𝑚-endomorphism on all 𝑠-copies of PPAVs simultaneously.
Finally, we remark that the choices of the structures of the 2 and 4-dimensional

matrices did not result from blind luck, but reflect ways to write complex numbers and
quaternions as matrices so that their products are respected by matrix multiplication.
That is, writing 𝑀𝑧 = (re(𝑧), im(𝑧);− im(𝑧), re(𝑧)) for any complex number, we obtain
𝑀𝑧𝑤 = 𝑀𝑧𝑀𝑤 = 𝑀𝑤𝑀𝑧.

This lemma is sometimes referred to as Zarhin’s Trick, for it is exactly this con-
struction that is allows one to construct a principal polarisation on 𝐴4 × (𝐴∨)4 for any
(not necessarily polarised) Abelian variety [31, Theorem. 11.29].

2.4 Computing higher-dimensional Isogenies

In this subsection, we will describe some algorithms to compute isogenies in higher
dimensions. In analogy to Vélu’s formulae, these tools take a model of an Abelian
variety (c.f. Weierstrass or Montgomery forms for elliptic curves) together with a kernel
to compute both what the target Abelian variety is and a formula for evaluating the
isogeny corresponding to the kernel.
The computational cost of the formulae for computing an 𝑁-isogeny 𝑓 ∶ 𝐴 −→ 𝐵 will

depend linearly on the degree of 𝑓. Recall, the degree of an 𝑟-dimensional 𝑁-isogeny is
𝑁 𝑟.
We now assume that 𝑁 is prime to the characteristic of the field over which 𝐴,𝐵 are

defined, making 𝑓 a separable isogeny. The best-known generic method of computing
an 𝑁-isogeny 𝑓 with composite 𝑁 = 𝑝𝑒1

1 ⋯𝑝𝑒𝑛𝑛 is to factor 𝑓 into 𝑝𝑖𝑒𝑖-isogenies; and then
compute these successively as a composition of 𝑝𝑖-isogenies. We can optimise the latter
step using different strategies, entirely in analogy to [26, Sec. 4.2.2]. The procedure for
factoring 𝑁-isogenies 𝐴 −→ 𝐵 is given by the proof of Proposition 13 in [18].
Since every 𝑁-isogeny 𝐴 −→ 𝐵 can be factored into the composition of smaller de-

gree, we turn to computing 𝑝-isogenies for 𝑝 prime. In [3] Dartois, Maino, Pope and
Robert give explicit algorithms and implementations for computing 2-isogenies between
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2-dimensional Abelian varieties. They use the nomenclature of “(2, 2)-isogenies” for iso-
genies of this type, because their kernels are isomorphic to ℤ/2ℤ × ℤ/2ℤ. They give
methods for effectively computing (2𝑛, 2𝑛)-isogenies as chains of (2, 2)-isogenies.
We briefly remark on what this means practically. We recall that, ultimately, our

goal remains to compute isogenies between elliptic curves, i.e. 1-dimensional isogenies.
We will see in the next subsection, that this can be achieved by embedding 1-dimensional
isogenies into an 𝑁-isogeny 𝑓 of dimension 𝑟 = 2, 4 or 8. In fact, this will be a split
isogeny, that is, the domain and codomain of 𝑓 will be products of elliptic curves.
Moreover, we will see that we have almost complete freedom on 𝑁 (in fact, we will
choose 𝑁 freely, and conclude from this what the dimension of embedding 𝑟 will be).
This tells us that a working implementation for (2𝑛, 2𝑛)-isogenies is a significant step
in computing isogenies between elliptic curves. We will comment on the limitations of
embedding to dimension 𝑟 = 2 later.
Although the 𝑟-dimensional 𝑁-isogenies obtained from our embedding procedure

will be between products of elliptic curves, the intermediate PPAVs 𝐴𝑖 we obtain after
factoring 𝑓 = 𝑓𝑛⋯𝑓1 ∶ 𝐴 −→ 𝐵 into 𝑓𝑖 ∶ 𝐴𝑖 −→ 𝐴𝑖+1 will (very) likely not be. That is,
they will be generic Abelian varieties of dimension 𝑟 and not 𝑟-fold products of elliptic
curves.
Every 2-dimensional Abelian variety is either the product of two elliptic curves or

the Jacobian of a divisor [33, Sec. 2, Theorem of Weil]. Whilst there exist computational
methods to compute on Jacobians [6; 32, Th. 3], Dartois et. al. use Mumford’s generic
theta coordinates because Weil’s theorem does not generalise to higher dimensions:
higher dimensional (𝑟 ≥ 4) Abelian varieties must no longer be Jacobians or products of
elliptic curve (although the converse is true, higher-dimensional Jacobians and products
of elliptic curves are Abelian varieties) [18, App. F]. Using theta coordinates starting in
dimension 2, although alternative computational methods exist, provides a consistent
framework for the higher dimensions 4, 8 later on. Whilst SQISignHD does compute
isogenies in 4-dimensions, the current library is only implemented for isogenies of a very
specific form. Certain subroutines are hard-coded for this form and so there is no non-
trivial generalisation of this library. However, this is to be remedied by Dartois, who
has a new library for computation of generic 2-isogenies in dimension 4 using the theta
coordinates framework [52]9. Moreover, there have already been efficiency improvements
to [3] in [5].
A fundamental challenge that the algorithms of [3, 19] must overcome is, that they

take as input the kernel of the isogeny (and the domain) and so they only have enough
information to compute the isogeny up to isomorphism. That is, given the kernel of an
isogeny 𝑓 ∶ 𝐴 −→ 𝐵, they compute 𝑔 ∶ 𝐴 −→ 𝐶 with ker(𝑔) = ker(𝑓) and 𝐵 ≅ 𝐶.
Fortunately, the library of [3] (which computes 2𝑛-isogenies 𝐸1×𝐸2 −→ 𝐸 ′

1×𝐸 ′
2 from

their kernel) computes a final splitting isogeny for us, so that the map it evaluates 𝑔 is
of the form 𝑔 ∶ 𝐸1 ×𝐸2 −→ 𝐸″

1 ×𝐸″
2 ≅ 𝐸 ′

1 ×𝐸 ′
2 (and not 𝑔 ∶ 𝐸1 ×𝐸2 −→ 𝐶 where 𝐶 is some

arbitrary 2-dimensional PPAV).

9This was published days before the end of this thesis.

27



Computing the isogeny class-group action on ordinary elliptic curves by going into higher dimensions

From Lemma 2.1, we know that every isogeny 𝑓 ∶ 𝐸 ′
1 × 𝐸 ′

2 −→ 𝐸″
1 × 𝐸″

2 comes from a
matrix (𝑓𝑗𝑖)𝑖𝑗 of isogenies 𝑓𝑖𝑗 ∶ 𝐸 ′

𝑖 −→ 𝐸″
𝑗 . In particular every isomorphism 𝜑∶ 𝐸 ′

1 × 𝐸 ′
2

∼−→
𝐸″

1 ×𝐸″
2 is of this form. However, since degrees are non-negative and

( 𝜑̃1,1 𝜑̃1,2
𝜑̃2,1 𝜑̃2,2

)(𝜑1,1 𝜑2,1
𝜑1,2 𝜑2,2

) = ( 𝜑̃1,1 𝜑1,1 + 𝜑̃1,2 𝜑1,2 𝜑̃1,1 𝜑2,1 + 𝜑̃1,2 𝜑2,2
𝜑̃2,1 𝜑1,1 + 𝜑̃2,2 𝜑1,2 𝜑̃2,1 𝜑2,1 + 𝜑̃2,2 𝜑2,2

) (!)= [1]𝐸

we deduce that either deg(𝜑1,1) = 1 and so deg(𝜑1,2) = 0,deg(𝜑2,1) = 0,deg(𝜑2,2) = 1; or
deg(𝜑1,1) = 0, and so deg(𝜑1,2) = 1,deg(𝜑2,2) = 0,deg(𝜑2,1) = 1. In other words, every
isomorphism 𝜑∶ ∶ 𝐸 ′

1 ×𝐸 ′
2

∼−→ 𝐸″
1 ×𝐸″

2 is of the form

(𝜑1,1 0
0 𝜑2,2

) or ( 0 𝜑2,1
𝜑1,2 0

)

with 𝜑𝑖𝑗 ∶ 𝐸 ′
𝑖 −→ 𝐸″

𝑗 isomorphisms. As in the one-dimensional case, an isogeny from
computing a kernel is unique up to isomorphism, but now in the higher dimensional
case (split isogenies between products of elliptic curves) we may also lose track of the
ordering of the curves.
As a result, we know that 𝐸 ′

1 ≅ 𝐸″
1 and 𝐸 ′

2 ≅ 𝐸″
2 or 𝐸 ′

1 ≅ 𝐸″
2 and 𝐸 ′

2 ≅ 𝐸″
1. What

this means in practice, is that instead of computing 𝑓 = (𝑓1, 𝑓2; 𝑓3, 𝑓4) the library [3]
may possibly compute 𝑔 = (𝜑1,1, 0; 0, 𝜑2,2)(𝑓1, 𝑓2; 𝑓3, 𝑓4) or 𝑔 = (0, 𝜑2,1; 𝜑1,2, 0)(𝑓1, 𝑓2; 𝑓3, 𝑓4)
instead.
Using the Weil pairing we can recover which of these two isogenies the library com-

puted. Let 𝑙 be a small prime not dividing deg(𝑓1) = deg(𝑓4) or deg(𝑓2) = deg(3) (these
degrees are known, because the Kani square is known) and let𝑚 = (𝑚1,𝑚2;𝑚3,𝑚4) ∶ 𝐸1×
𝐸2 −→ 𝐸″

1 × 𝐸″
2 be the mystery isogeny computed by the library. Taking a basis 𝑃,𝑄 of

𝐸1[𝑙] and computing 𝑚((𝑃, 0)) = (𝑚1(𝑃),𝑚3(𝑃)) and 𝑚((𝑄, 0)) = (𝑚1(𝑄),𝑚3(𝑄)) we
get the images 𝑚1(𝑃),𝑚1(𝑄) in 𝐸″

1. The Weil pairing on 𝐸1 then tells us that

𝑒𝐸
″
1

𝑙 (𝑚1(𝑃),𝑚1(𝑄)) = 𝑒𝐸1
𝑙 (𝑃,𝑄)deg(𝑚1).

On the other hand, we can compute 𝑒𝐸1
𝑙 (𝑃,𝑄)deg(𝑓1) and 𝑒𝐸1

𝑙 (𝑃,𝑄)deg(𝑓2) manually. If

𝑒𝐸
″
1

𝑙 (𝑚1(𝑃),𝑚1(𝑄)) = 𝑒𝐸1
𝑙 (𝑃,𝑄)deg(𝑓1), (2.2)

then we know that deg(𝑚1) ≡ deg(𝑓1) (mod 𝑙), and since deg(𝑓1) ≢ deg(𝑓2) (mod 𝑙), we
conclude that 𝑚1 = 𝜑1,1𝑓1. In particular 𝐸 ′

1 ≅ 𝐸″
1 (and 𝐸2 ≅ 𝐸″

2). Conversely, if (2.2)
does not hold, then 𝐸 ′

1 ≅ 𝐸″
2 (and 𝐸2 ≅ 𝐸″

1) by the same argument over degrees.
This procedure can be done in any dimension, and we will call it the Weil pairing

trick.
Finally, we note that for general degree isogenies there exist algorithms to compute

𝑟-dimensional 𝑙-isogenies in time 𝑂((𝑛𝑙)𝑟) using theta coordinates of level 𝑛, where 𝑛 is
even and 𝑙 prime to 𝑛 [19, Theorem 1.3]. In Remark 4.8, the authors discuss how the
condition of coprimality of 𝑛, 𝑙 can be relaxed, but still require 𝑙 to be odd. Whilst [3]
also uses theta coordinates to compute isogenies, they work with level 2 (which is not
coprime to the degree of the isogenies computed).
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2.5 Application: Breaking SIDH by embedding isogenies

Zarhin’s trick together with Kani’s lemma delivers Robert’s embedding

Lemma 2.7 (Robert’s embedding lemma). Every 𝑁-isogeny 𝑓 ∶ 𝐴 −→ 𝐵 between 𝑟-
dimensional principally polarised Abelian varieties can be embedded into an 𝑀-
isogeny

𝐾 = (𝑓(𝑠), 𝛼̃𝐵 ; −𝛼𝐴, 𝑓̃
(𝑠)
) ∶ 𝐴𝑠 ×𝐵𝑠 −→ 𝐵𝑠 × 𝐴𝑠

in dimension 2𝑠𝑟, for any𝑀 > 𝑁. Here 𝛼𝐴, 𝛼𝐵 are (𝑀−𝑁)-endomorphisms of 𝐴𝑠, 𝐵𝑠

respectively, both given by the same 𝑠 × 𝑠 integer matrix obtained from Lemma 2.6.
Hence 𝑠 = 1, 2 or 4 depending on whether 𝑀 −𝑁 is the sum of 1, 2 or 4 squares.

Proof. Because 𝑓(𝑠), 𝑓̃
(𝑠)
are 𝑠-copies of 𝑓, 𝑓̃ , they act like scalar matrices and commute

with everything. As such,
𝐴𝑠 𝐵𝑠

𝐴𝑠 𝐵𝑠

𝑓(𝑠)

𝛼𝐴 𝛼𝐵

𝑓(𝑠)

is a Kani square and the Kani map 𝐾 is a 𝑁 + (𝑀 −𝑁) = 𝑀 isogeny.
If 𝑀 is prime to 𝑁, then 𝑀 −𝑁 prime to 𝑁 and the square is minimal. As such, the

kernel of 𝐾 is given by

ker(𝐾) = {(𝑁𝑥, 𝛼𝐵𝑓(𝑠)(𝑥) ∣ 𝑥 ∈ 𝐴𝑠[𝑀 ]} .

Corollary 2.8 ([17, Prop. 2.9]). Let 𝑓 ∶ 𝐴 −→ 𝐵 be an 𝑁-isogeny. If 𝑓 is known on
(a basis of) 𝐴[𝑙𝑒𝑖𝑖 ] for sufficiently many primes 𝑙𝑖 such that 𝑀 = ∏𝑛

𝑖=1 𝑙
𝑒𝑖
𝑖 > 𝑁 is

coprime to 𝑁, then the embedding map 𝐾 can be efficiently computed.

Proof. We use Robert’s embedding lemma to embed 𝑓 into an 𝑀-isogeny in dimension
2𝑠𝑟 where 𝑠 is the number of squares required to write 𝑀 − 𝑁 as. Because we know 𝑓
on 𝐴[𝑙𝑒𝑖𝑖 ], we know 𝑓 on 𝐴[𝑀] and can evaluate 𝑓 on 𝐴[𝑀] in 𝑂(log(𝑁) log log(𝑁)) [16,
Lem. 3.3] operations on 𝐴. As such, the kernel of 𝐾 can be computed efficiently.

We now illustrate how these embedding lemmas can be used to break the SIDH [26,
Sec. 3.2] key-exchange.
Very briefly accounted, the exchange occurs as follows. A public supersingular elliptic

curve 𝐸0 is chosen, a basis 𝑃𝐴, 𝑄𝐴 of 𝐸[𝑙𝑒𝐴𝐴 ] and a basis 𝑃𝐵, 𝑄𝐵 of 𝐸[𝑙𝑒𝐵𝐵 ] with 𝑙𝐴, 𝑙𝐵 coprime
primes. Alice and Bob choose random invertible elements 𝑎, 𝑏 from ℤ/𝑙𝑒𝐴𝐴 ℤ and ℤ/𝑙𝑒𝐵𝐵 ℤ
respectively. They then each compute an isogeny 𝜑𝐴 ∶ 𝐸0 −→ 𝐸𝐴, 𝜑𝐵 ∶ 𝐸0 −→ 𝐸𝐵 from the
kernels 𝐾𝐴 = ⟨𝑃𝐴 + 𝑎𝑄𝐴 ⟩ and 𝐾𝐵 = ⟨𝑃𝐵 + 𝑏𝑄𝐵 ⟩. Finally, Alice and Bob publish the
triples (𝐸𝐴, 𝜑𝐴(𝑃𝐵), 𝜑𝐴(𝑄𝐵)) and (𝐸𝐵, 𝜑𝐵(𝑃𝐴), 𝜑𝐵(𝑄𝐴)) respectively.
To recover a shared secret with Bob, Alice writes down 𝐾𝐴𝐵 = ⟨𝜑𝐵(𝑃𝐴) + 𝑎𝜑𝐵(𝑄𝐴) ⟩

and computes the image 𝐸𝑆 of the isogeny 𝜑𝐴𝐵 ∶ 𝐸𝐵 −→ 𝐸𝑆 with kernel 𝐾𝐴𝐵. Since
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𝑙𝐴 is prime to 𝑙𝐵, the points 𝜑𝐵(𝑃𝐴), 𝜑𝐵(𝑄𝐴) form a basis of the 𝑙𝑒𝐴𝐴 -torsion on 𝐸𝐵.
Consequently, the isogeny 𝜑𝐴𝐵𝜑𝐵 ∶ 𝐸0 −→ 𝐸𝑆 has kernel ker(𝜑𝐴) + ker(𝜑𝐵). This sym-
metry means that when Bob writes down 𝐾𝐵𝐴 = ⟨𝜑𝐴(𝑃𝐵) + 𝑏𝜑𝐴(𝑄𝐵) ⟩ and computes
𝜑𝐵𝐴 ∶ 𝐸𝐴 −→ 𝐸𝑆′, the curve 𝐸𝑆′ is isomorphic to 𝐸𝑆. Therefore, choosing the shared secret
to be the 𝑗-invariant of 𝐸𝑆, 𝐸𝑆′, Bob and Alice will obtain the same secret value.
Now, given Bob’s torsion point information 𝜑𝐵(𝑃𝐴), 𝜑𝐵(𝑄𝐴), we can recover Bob’s

secret isogeny 𝜑𝐵. We assume that 𝑙𝑒𝐴𝐴 > 𝑙𝑒𝐵𝐵 . Let 𝛼 be the 𝑠 × 𝑠 matrix given by
Lemma 2.6 such that 𝛼 induces a (𝑙𝑒𝐴𝐴 − 𝑙𝑒𝐵𝐵 )-endomorphism on 𝐸0 and 𝐸𝐵. Embedding
𝜑𝐵 into the Kani map 𝐾 = (𝜑(𝑠)

𝐵 , 𝛼̃𝐸𝐵 ; −𝛼𝐸0, 𝜑
(𝑠)
𝐵 ) gives a 𝑙𝑒𝐴𝐴 -isogeny in dimension 𝑟 = 2𝑠

whose kernel is given by

ker(𝐾) = {(𝑙𝑒𝐴𝐴 𝑥, 𝛼𝐸𝐵𝜑
(𝑠)
𝐵 (𝑥) ∣ 𝑥 ∈ 𝐴[𝑙𝑒𝐴𝐴 ]}

= ⟨ (𝑙𝑒𝐴𝐴 𝑃𝐴, 𝛼𝐸𝐵𝜑
(𝑠)
𝐵 (𝑃𝐴)), (𝑙

𝑒𝐴
𝐴 𝑄𝐴, 𝛼𝐸𝐵𝜑

(𝑠)
𝐵 (𝑄𝐴)) ⟩

We note that the Kani square corresponding to 𝐾 is indeed minimal. Since 𝑃𝐴, 𝑄𝐴 are
a basis of 𝐸0[𝑙

𝑒𝐴
𝐴 ] we can compute the kernel immediately using the Bobs’s torsion point

information. Moreover, since 𝐾 is a smooth isogeny, given its kernel, we can efficiently
recover the values of 𝜑𝐵.

2.6 Application: Computing the isogeny class-group action

In this subsection we describe Page and Robert’s CLAPOTI method for computing the
isogeny class-group action in polynomial time [2].
Until now, we have required some torsion knowledge. That is, to compute an isogeny

𝑓 (or its embedding into higher dimension 𝐾), we needed to know the image of 𝑓 on
some smooth torsion. We wish to forgo this requirement. We will see that it is still
possible to compute the class-group action using the same techniques, but without
torsion information.
As before, we begin with a 𝑑𝑓-isogeny 𝑓 ∶ 𝐴 −→ 𝐵 between PPAVs. Suppose we can

find another 𝑑𝑔-isogeny 𝑔 ∶ 𝐴 −→ 𝐵 with 𝑑𝑔 prime to 𝑑𝑓. Then by forming the reversals
𝑓̃ , 𝑔̃ ∶ 𝐵 −→ 𝐴, we can then build the commuting square

𝐴 𝐵

𝐶 𝐴

𝑓

𝑗 𝑔̃

ℎ̃

by reversing the pushout square of 𝑓̃ and 𝑔̃
𝐵 𝐴

𝐴 𝐶

𝑓̃

𝑔̃ 𝑗

ℎ

It is a minimal Kani square, and so its Kani map 𝐾 = (𝑓, 𝑔;−𝑗, ℎ) is a 𝑁 = 𝑑𝑓 + 𝑑𝑔
isogeny with kernel ker(𝐾) = {(𝑑𝑓𝑥, 𝑔̃ 𝑓(𝑥) ∣ 𝑥 ∈ 𝐴[𝑁]}.
We immediately note that 𝑔̃ 𝑓 ∶ 𝐴 −→ 𝐴 is an endomorphism. We hope, that given

a suitable representation, that this should be easier to compute than a generic isogeny.
Indeed, if 𝐴 is an elliptic curve, computing 𝑔̃ 𝑓 should be easy if the endomorphism ring
is known, reducing the problem of computing the kernel of 𝐾 to the 𝑁-torsion being
accessible.
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Unfortunately, there is no reason why the 𝑁-torsion should be accessible, for it is
only the sum of two integers 𝑑𝑓, 𝑑𝑔. In a similar fashion to before, we fix this problem by
composing 𝑓 and 𝑔 with 𝑎, 𝑏-endomorphisms 𝛼, 𝛽 of 𝐴 such that the new Kani map 𝐾
is an 𝑁 = 𝑎𝑑𝑓 + 𝑏𝑑𝑔 isogeny. Since 𝑑𝑓, 𝑑𝑔 are coprime we hope to achieve any 𝑁 > 𝑑𝑓𝑑𝑔
with this method and so can choose an arbitrary 𝑁 so that 𝐴[𝑁] is accessible.
Without any specific knowledge on the endomorphism ring of 𝐴, we again use

Lemma 2.6 to obtain 𝛼, 𝛽 as 𝑠×𝑠 integer matrices yielding the isogenies 𝑓(𝑠)𝛼, 𝑔(𝑠)𝛽∶ 𝐴𝑠 −→
𝐵𝑠. We write down the (not necessarily minimal) Kani square

𝐴𝑠 𝐵𝑠

𝐶𝑠 𝐴𝑠

𝑓(𝑠)𝛼

𝐽 𝑔̃(𝑠)𝛽

𝐻̃

obtained by reversing, pushing out, and reversing again, as before. The resulting Kani
map 𝐾 = (𝑓(𝑠)𝛼, 𝑔(𝑠)𝛽;−𝐽,𝐻) is an 𝑁-isogeny by construction. For now, we are not too
interested in what the maps 𝐽 ,𝐻 actually are, only that they exist.
If gcd(𝑎, 𝑏) = 𝑔 > 1, we can replace 𝑁 by 𝑁/𝑔, 𝑎 by 𝑎/𝑔, and 𝑏 by 𝑏/𝑔 because if

the 𝑁-torsion is accessible, then so is the 𝑁/𝑔-torsion. So we may assume that 𝑎, 𝑏 are
coprime, making 𝑎𝑑𝑓 prime to 𝑏𝑑𝑔, the Kani square minimal and the kernel of 𝐾 easy
to write down

ker(𝐾) = {(𝑎𝑑𝑓𝑥, 𝑔̃(𝑠)𝛽 𝑓(𝑠)𝛼(𝑥)) ∣ 𝑥 ∈ 𝐴[𝑁]} .

Moreover, since 𝑔̃(𝑠)𝛽 = 𝛽̃ 𝑔̃(𝑠) = 𝛽̃ ( 𝑔̃ )(𝑠) and 𝑓(𝑠), ( 𝑔̃ )(𝑠) are scalar matrices they
commute with 𝛼, 𝛽 and we can rewrite the endomorphism as

𝑔̃(𝑠)𝛽 𝑓(𝑠)𝛼 = 𝛽𝛼( 𝑔̃ 𝑓)(𝑠).

where we stress that ( 𝑔̃ 𝑓)(𝑠) is a 𝑠-diagonal copy of an endomorphism on 𝐴.
We still have not solved the problem of finding the 𝑑𝑔-isogeny 𝑔 ∶ 𝐴 −→ 𝐵 with 𝑑𝑔

coprime to 𝑑𝑓.
We tackle this problem in the context of elliptic curves. Namely, given an isogeny

𝑓 ∶ 𝐴 −→ 𝐵 between elliptic curves, find another isogeny 𝑔 ∶ 𝐴 −→ 𝐵 with degree deg(𝑔)
coprime to deg(𝑓). Translating this problem to the world of ideals using the ideal-to-
isogeny correspondence we obtain a partial solution that can be used to compute the
isogeny class-group action.
Let 𝒪 be an order inside the ring of integers 𝒪𝐷 of the imaginary quadratic number

field ℚ(√𝐷), where 𝐷 < 0 squarefree. We recall that Ell𝑞(𝒪) denotes the set of (ordi-
nary) elliptic curves 𝐸 over 𝐹𝑞 with complex multiplication by 𝒪, that is End(𝐸) ≅ 𝒪;
and that [𝐼 ] in Cl(𝒪) acts on 𝐸 in Ell𝑞(𝒪) yielding 𝐸𝐼, where 𝐸𝐼 is the codomain of the
isogeny 𝜑𝐼 whose kernel is given by the intersection of kernels ker(𝜎) for all 𝜎 in 𝐼.
If 𝐽 is another representative of [𝐼 ], then 𝐸𝐽 ≅ 𝐸𝐼. Moreover, if the norm of 𝐽 is

prime to the norm of 𝐼, we almost have what we want: 𝜑𝐼 ∶ 𝐸 −→ 𝐸𝐼 and 𝜑𝐽 ∶ 𝐸 −→ 𝐸𝐽
are isogenies of coprime norm, with the same domain and almost the same codomain.
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We note at this point, that 𝐸𝐼, 𝐸𝐽 are only well defined up to isomorphism anyway, but
when writing down the square

𝐸 𝐸𝐼 ≅ 𝐸𝐽

∗ 𝐸

𝜑𝐼

𝜑̃𝐽

and computing the kernel of the arising Kani map, we need to know what the isomor-
phism 𝐸𝐼

∼−→ 𝐸𝐽 is. This can be done efficiently, because every isomorphism of ordinary
elliptic curves is given by an element in 𝐹𝑑

𝑞 where 𝑑 is an extension of degree at most 6.
Page-Robert fix this problem without extensions, by writing down the minimal Kani

square
𝐸 𝐸𝐼

𝐸𝐽 𝐸

𝜑𝐼

𝜑′
𝐽 𝜑𝐽

𝜑′𝐼

(2.3)

Because 𝒪 acts by horizontal isogenies, the maps 𝜑 maps in the diagram above are all
well-defined. That is, since 𝒪 ≅ End(𝐸) ≅ End(𝐸𝐼) ≅ End(𝐸𝐽), we can pick ideals
𝐼 , 𝐽 ⊆ 𝒪 and form the maps 𝜑𝐼 emanating on any of the curves 𝐸,𝐸𝐼, 𝐸𝐽. The square
commutes because 𝜑𝐼𝜑𝐽 = 𝜑𝐼𝐽 and 𝒪 is commutative. Finally, the square is a minimal
because deg(𝜑𝐼) = N(𝐼) is prime to deg(𝜑𝐽) = N(𝐽) = N(𝐽).
The corresponding Kani map 𝐾 = (𝜑𝐼, 𝜑̃𝐽 ; −𝜑′

𝐽, 𝜑̃
′
𝐼 ) has kernel

ker(𝐾) = {(N(𝐼)𝑥, 𝜑𝐽𝜑𝐼(𝑥)) ∣ 𝑥 ∈ 𝐸[𝑁]} .

where 𝑁 = N(𝐼) + N(𝐽). The endomorphism 𝜑𝐽𝜑𝐼 = 𝜑𝐽𝐼 corresponds to 𝜑𝛾 where
𝐽𝐼 = 𝛾𝒪 and 𝛾 lies in 𝒪. Indeed, since [𝐼 ] = [𝐽 ], there exists by definition a 𝜇 in
Frac(𝒪) so that 𝐽−1𝐼 = 𝜇𝒪; hence 𝐽𝐼 = N(𝐽)𝐽−1𝐼 = N(𝐽)𝜇𝒪 which is an integral ideal
because 𝐼 , 𝐽 are. Setting 𝛾 = N(𝐽)𝜇 proves the claim. Moreover, 𝛾 can be computed
efficiently by finding the smallest element in the lattice 𝐽𝐼 by way of a generalised gcd
computation, known as the Lagrange-Gauss Algorithm [22, Alg. 23].
As before, the 𝑁 = N(𝐼) + N(𝐽) torsion may not be available. So we lift the

square (2.3) into higher dimensions with the 𝑠 × 𝑠 integer matrix 𝑎, 𝑏-endomorphisms
𝛼, 𝛽 until the 𝑁 = 𝑎N(𝐼) + 𝑏N(𝐽) torsion is accessible on 𝐸.
There is one subtlety to keep in mind however, namely that in dimension 4 endomor-

phisms do not commute (in dimension 1 and 2 they do). To remedy this, we can perform
a metacommutation (viewing the 4×4 matrices as quaternions) and find matrices 𝛼′, 𝛽′

so that 𝛽𝛼 = 𝛼′𝛽′ and that 𝛼′ is a 𝑏-endomorphism, and 𝛽′ an 𝑎-endomorphism. If 𝑠 = 1
or 2, we simply write 𝛼′ = 𝛽 and 𝛽′ = 𝛼. Then

𝐸𝑠 𝐸𝑠
𝐼

𝐸𝑠
𝐼 𝐸𝑠

𝜑(𝑠)𝐼 𝛼

𝜑′
𝐽
(𝑠)𝛽′ 𝛽𝜑(𝑠)

𝐽

𝛼′𝜑′𝐼
(𝑠)
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is a commuting minimal Kani square. Indeed,

𝛽𝜑(𝑠)
𝐽 𝜑(𝑠)

𝐼 𝛼 = 𝛽𝜑(𝑠)
𝐽𝐼 𝛼 = 𝛽𝛼𝜑(𝑠)

𝐽𝐼 = 𝛼′𝛽′𝜑(𝑠)
𝐽𝐼 = 𝛼′𝜑(𝑠)

𝐽𝐼 𝛽
′ = 𝛼′𝜑′

𝐽𝐼
(𝑠)𝛽′ = 𝛼′𝜑′

𝐽
(𝑠)𝜑′

𝐼
(𝑠)𝛽′

and because 𝛼′ is a 𝑏-endomorphism and 𝛽′ an 𝑎-endomorphism, the parallel degrees
match. Note that in dimensions 𝑠 = 2, 4, 𝜑(𝑠)

∗ is a scalar matrix and commutes with
everything; when 𝑠 = 1, 𝜑𝐽𝐼 is an endomorphism, and so commutes with the other
endomorphisms 𝛼, 𝛽, 𝛼′, 𝛽′

Unfortunately, metacommutation exists only in the Hurwitz quaternions. That is,
𝛼′, 𝛽′ may have half-integer entries. This can be fixed by replacing 𝑁 with 4𝑁, 𝑎 with
2𝑎, 𝑏 with 2𝑎, 𝛼 with 2𝛼 and 𝛽 with 2𝛽. Then we must compute the 4 torsion lying
above 4𝑁, which is a one-time computation. We continue writing 𝑁 for simplicity.
The Kernel of the Kani map

𝐾 = (𝜑(𝑠)
𝐼 𝛼, 𝛽̃𝜑(𝑠)

𝐽 ; −𝜑′
𝐽
(𝑠)𝛽′, 𝛼̃′𝜑′

𝐼
(𝑠)) = (𝜑(𝑠)

𝐼 𝛼, 𝜑̃𝐽
(𝑠) 𝛽̃ ; −𝜑′

𝐽
(𝑠)𝛽′, 𝜑̃′

𝐼
(𝑠)

𝛼̃′)

is given by

ker(𝐾) = {(𝑁𝑥, 𝛽𝛼𝜑(𝑠)
𝐼𝐽 (𝑥)) ∣ 𝑥 ∈ 𝐸𝑠[𝑁 ]} = {(𝑁𝑥, 𝛽𝛼𝜑(𝑠)

𝛾 (𝑥)) ∣ 𝑥 ∈ 𝐸𝑠[𝑁 ]} . (2.4)

Using the algorithms of [19], we can now compute 𝐾 in polynomial time, and using the
Weil pairing trick, obtain an equation for 𝐸𝐼.
Using the library of [3], we do not need to deal with metacommutations to obtain

𝐸𝐼. Indeed, the description of the kernel (2.4) does not need to know what the other
two maps (left and bottom) in the Kani square are. We know that they must exist, by
the existence of pushouts.

2.7 Algorithms for Clapoti

In this subsection we present more explicitly the algorithms required to compute the
CLAPOTI method in polynomial time.
Our first challenge is to, given an invertible integral ideal 𝐼, find an equivalent integral

ideal 𝐽 with coprime norm. Finding such an ideal is the content of the following

Lemma 2.9 ([2, Lem. 2.5]). Given an invertible integral ideal 𝐼 ⊆ 𝒪 it is possible to
find an integral ideal 𝐽 ⊆ 𝒪 equivalent to 𝐼 but with coprime norm. This algorithm
runs in randomised polynomial time 𝑂(log(N(𝐼))).

Proof. We recall that 𝐼−1 = 𝐼𝒪/N(𝐼) and so for any 𝛼 in 𝐼−1 we get an integral ideal
𝛼𝐼. If the norm of 𝛼𝐼 is prime to that of 𝐼, we are done. We can simplify this procedure
a little, by choosing 𝛼 in 𝐼, and verifying that gcd(N(𝐼),N(𝛼𝐼)) = N(𝐼)2 instead.
The assignment 𝛼 −→ N(𝛼𝐼) is a (positive definite) quadratic form in 2 variables.

More precisely, if we let 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷], then 𝐼 = 𝑚[𝑎,−(𝑏 + 𝐷) + 𝑓𝑤𝐷] and writing
𝛼 = 𝛼(𝑥, 𝑦) = 𝑥𝑚𝑎 + 𝑦𝑚(−(𝑏 + 𝐷) + 𝑓𝑤𝐷) we obtain 𝛼(𝑥, 𝑦) ↦ N(𝛼𝐼), which is a
positive definite quadratic form in 2 variables 𝑥, 𝑦.
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Using [18, Lem. 4.2.1] we can sample randomly from the set

{(𝑥, 𝑦) ∈ ℤ × ℤ ∣ N(𝛼(𝑥, 𝑦)𝐼) ≤ 𝜌}

in time polynomial in log(𝜌) and log(N(𝐼)). Picking 𝜌 = poly(N(𝐼)), we expect to find
a norm coprime to that of 𝐼 in polynomial time of log(N(𝐼)).

Let 𝐼 be an invertible integral ideal of the ideal class-group Cl(𝒪). The following
algorithm computes the isogeny 𝐸 −→ 𝐸𝐼 in polynomial time.

(i) Use Lemma 2.9 to find an equivalent integral invertible ideal 𝐽 of coprime norm.
(ii) Choose 𝑁 ≥ N(𝐼)N(𝐽) coprime to N(𝐼)N(𝐽); so that the 𝑁-torsion 𝐸[𝑁] is acces-

sible. For example, we may choose 𝑁 powersmooth.
A more concrete example is to choose 𝑁 = 𝑝𝑙 where 𝑝 is the smallest prime not
dividing N(𝐼)N(𝐽), and 𝑙 the smallest 𝑙 so that 𝑝𝑙 ≥ N(𝐼)N(𝐽).

(iii) Since N(𝐼),N(𝐽) are coprime there exist integral 𝑎, 𝑏 so that 𝑎N(𝐼) + 𝑏N(𝐽) = 𝑁.
Moreover, since 𝑁 ≥ N(𝐼)N(𝐽) we may choose 𝑎, 𝑏 ≥ 0.

(iv) Let 𝑔 = gcd(𝑎, 𝑏). If 𝑔 > 1, replace 𝑁 with 𝑁/𝑔, 𝑎 with 𝑎/𝑔 and 𝑏 with 𝑏/𝑔. Now
𝑎, 𝑏 are coprime, and in particular 𝑎N(𝐼) is coprime to 𝑏N(𝐽).

(v) Apply Lemma 2.6 to find 𝑎, 𝑏 endomorphisms 𝛼, 𝛽
(vi) Use our construction to obtain an isogeny 𝑓 ∶ 𝐸𝑠 ×𝐸𝑠 −→ 𝐸𝑠

𝐼 ×𝐸𝑠
𝐽 .

(vii) By methods of [3, 19], the isogeny 𝑓 can be evaluated in polynomial time, in
particular equations for the codomains are given. We can use the Weil pairing
trick to to distinguish 𝐸𝐼 and 𝐸𝐽.

2.8 Consequences for isogeny-based cryptography

We conclude this section by discussing the impact that Kani’s lemma and its applications
have on isogeny-based cryptography.
We stress that Robert’s embedding lemma (Lemma 2.7) and the attacks stemming

from it fundamentally require the knowledge of 𝑓 ∶ 𝐴 −→ 𝐵 on some torsion 𝐴[𝑑]. This
cannot be circumvented. From that perspective, one could say that the SIDH protocol
was incredibly unlucky, because it stumbled upon an alternative efficient representation
of isogenies.
Since the whole Lemma relies on this information, adaptations of SIDH have been

proposed that mask the torsion information of 𝑓 [76].
We also stress that efficient computation of the isogeny-class-group using CLAPOTI

does not impact the security of a key-exchange derived from this action. The com-
putation requires knowledge of the secret ideal class, and so does not constitute an
attack.
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3
Class-groups of Orders in Imaginary Quadratic

Number Fields
We know from Deuring, that the endomorphism of an ordinary elliptic curve over a
finite field is isomorphic to an order inside an imaginary quadratic field. By the ideal-
to-isogeny correspondence, every ideal of the endomorphism ring End(𝐸) of a curve 𝐸
corresponds to an isogeny. The composition of isogenies corresponds to the product of
ideals. This gives a natural monoid structure on the set of ideals. Since the principal
ideals correspond to endomorphisms it is natural to form the quotient by principal
ideals. We will see that a more careful treatment leads to the ideal class-group.
In this section we introduce the ideal class-group, and give some algorithms for the

ideals of imaginary quadratic number fields. In general, an ideal class group can be
attached to any domain. We will present some general theory, but focus on the cases
that interest us.

3.1 Orders

A finite (and therefore algebraic) extension of the rationals is called a number field.
We define the ring of integers 𝒪𝑘 of a number field 𝑘 to be the integral closure of the
integers in 𝑘. That is, 𝒪𝑘 comprises the elements of 𝑘 that satisfy a (univariate) monic
polynomial with integer coefficients.
We note that the ring of integers 𝒪𝑘 in 𝑘 play the role of the integers ℤ in ℚ in

the sense that Frac(𝒪𝑘) = 𝑘. Indeed, let 𝑥 in 𝑘 satisfy 𝑎𝑛𝑥𝑛 + 𝑎𝑛−1𝑥𝑛−1 +⋯+ 𝑎0 = 0
with 𝑎𝑛 ≠ 0 and 𝑎𝑖 in ℚ. We may assume that the 𝑎𝑖 are in fact integers, otherwise
we multiply through by the product of all their denominators. Multiplying through by
𝑎𝑛−1
𝑛 we obtain

𝑎𝑛
𝑛𝑥𝑛 + 𝑎𝑛−1

𝑛 𝑎𝑛−1𝑥𝑛−1 +⋯+ 𝑎𝑛−1
𝑛 𝑎0 = (𝑎𝑛𝑥)

𝑛 + 𝑎𝑛−1(𝑎𝑛𝑥)
𝑛−1 +⋯+ 𝑎𝑛−1

𝑛 𝑎0 = 0

and so 𝑎𝑛𝑥 satisfies a monic polynomial with integer coefficients. Hence 𝑎𝑛𝑥 lies in 𝒪𝑘
and so 𝑥 = (𝑎𝑛𝑥)/𝑎𝑛 must lie in Frac(𝒪𝑘). The converse Frac(𝒪𝑘) ⊆ 𝑘 is clear. We will
see more properties later on which ℤ and 𝒪𝑘 share.
An order of a number field 𝑘 is a subring that is generated as a ℤ-module by a

ℚ-basis of 𝑘. Equivalently, it is a subring 𝒪 that is finitely generated as a free ℤ-module
for which we obtain 𝑘 when we extend the scalars to ℚ; in formulaic terms: 𝒪⊗ℤℚ = 𝑘.
We note that automatically the ℤ-rank of 𝒪 is dimℚ(𝑘). Indeed, elements of 𝒪 are ℤ-
linearly independent if and only if they are ℚ-linearly independent. Since 𝒪 is a finitely
generated ℤ-module, so is any ideal 𝐼 of 𝒪; hence 𝐼 is also a finitely generated 𝒪-module.
Consequently, any order 𝒪 is a Noetherian ring.
In showing that Frac(𝒪𝑘) = 𝑘, we actually showed that 𝒪𝑘 ⊗ ℚ = 𝑘 because the

conclusion 𝑥 = (𝑎𝑛𝑥)/𝑎𝑛 lying in 𝑘 only required dividing by integer 𝑎𝑛, not a generic

35



Computing the isogeny class-group action on ordinary elliptic curves by going into higher dimensions

element in 𝒪𝑘. Since 𝒪𝑘 is finitely generated as a ℤ-module [13, Ch. 2], we conclude
that 𝒪𝑘 is an order.
It turns out that we can classify the orders of number fields very compactly.

Theorem 3.1 ([7, Th. 13.26, Th. 13.27]). Let 𝑘 be a number field. Then
(i) every order 𝒪 of 𝑘 is contained in 𝒪𝑘; and
(ii) every order 𝒪 of 𝑘 can be written as 𝒪 = ℤ+ 𝑓𝒪𝑘.
We call |𝑓| the conductor of 𝒪 = ℤ+ 𝑓𝒪𝑘. It is equal to the index [𝒪𝑘 ∶ 𝒪].

This justifies calling 𝒪𝑘 the maximal order in 𝑘.

Proof. To show (i), we simply demonstrate that every element 𝛼 in 𝒪 is integral over ℤ.
To that end, consider the ℤ-submodule 𝛺 of 𝒪 generated by powers of 𝛼. It is finitely
generated, because 𝒪 is and let 𝛽1, … , 𝛽𝑙 be a ℤ-generating set. Each of the generators
𝛽𝑖 is an element of 𝛺, so a ℤ-linear combination of power of 𝛼. Let 𝑁 be the largest
power of 𝛼 that appears in any 𝛽𝑖. Then 𝛼𝑁+1 is contained in 𝛺 and equal to a linear
ℤ-linear combination 𝜆1𝛽1 + ⋯ + 𝜆𝑙𝛽𝑙. As such, 𝛼𝑁+1 − (𝜆1𝛽1 + ⋯ + 𝜆𝑙𝛽𝑙) = 0, and
replacing each 𝛼𝑛 with 𝑥𝑛 we obtain a polynomial in 𝑥 with integer coefficients which
is satisfied by 𝛼. Hence 𝛼 is integral over ℤ, and lies in 𝒪𝑘.
Point (ii) now follows rather swiftly. Since 𝒪 ⊆ 𝒪𝑘, and both are free ℤ-modules

of finite rank, the index 𝑓 = [𝒪𝑘 ∶ 𝒪] is finite. Because 𝒪 is a ℤ-submodule of 𝒪𝑘, the
map 𝒪𝑘 −→ 𝒪𝑘; 𝑥 ↦ 𝑓𝑥 preserves 𝒪 and descends to a well-defined map on the quotient
𝒪𝑘/𝒪. In fact, it descends to the zero-map, and so we conclude that 𝑓𝒪𝑘 ⊆ 𝒪. Then
ℤ + 𝑓𝒪𝑘 ⊆ 𝒪. However, ℤ + 𝑓𝒪𝑘 also has index 𝑓 in 𝒪𝑘, so we must have equality
𝒪 = ℤ+ 𝑓𝒪𝑘.

When 𝑘 is a 2-dimensional extension of ℚ, we say 𝑘 is a quadratic number field.
Every quadratic number field can be uniquely realised as ℚ(√𝐷) where 𝐷 is a squarefree
integer, not 0 or 1. For this reason, we write 𝒪𝐷 for the ring of integers of 𝑘 = ℚ(√𝐷).
When 𝐷 > 0 we call ℚ(√𝐷) a real quadratic number field, else ℚ(√𝐷) is called imag-
inary. The conjugate off an element 𝑧 = 𝑎 + 𝑏√𝐷 is denoted 𝑧 = 𝑎 − 𝑏√𝐷. Using
Theorem 3.1, we immediately see that that orders are stable under conjugation. Indeed,
𝛼 and 𝛼 satisfy the same polynomials, provided they have real coefficients, and so the
ring of integers 𝒪𝑘 is closed under conjugation.
Finally, for 𝛼 = 𝑎 + 𝑏√𝐷 in 𝑘 = ℚ(√𝐷), we define the trace of 𝛼 to be tr(𝛼) =

𝛼 + 𝛼 = 2𝑎 and the norm to be N(𝛼) = 𝛼𝛼 = 𝑎2 − 𝑏2𝐷. We note that this definition of
the trace and the norm a priori depend on the way we represent elements in 𝑘. More
precisely, they appear to depend on the basis 𝑘/ℚ we choose. Fortunately, this is not
the case. The multiplication-by-𝛼 map on 𝑘 is ℚ-linear, and so, may be represented by
a 2 × 2 matrix 𝑀𝛼 = (𝑎, 𝑏𝐷; 𝑏, 𝑎) with rational entries. A short computation verifies
this. Then the trace of 𝛼 is equal to the trace of 𝑀𝛼 and the norm of 𝛼, the determinant
of 𝑀𝛼. This perspective dispels any concerns, because the trace and determinant of
matrices are famously basis-independent. This also tells us immediately, that the norm
is multiplicative, and that N(𝑐𝛼) = 𝑐2N(𝛼) for any rational 𝑐.
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We can describe the rings of integers of quadratic number fields rather compactly.

Theorem 3.2. The ring of integers of the quadratic number field ℚ(√𝐷) is given
by

𝒪𝐷 = {
ℤ[√𝐷] = ℤ +√𝐷ℤ 𝐷 ≢ 1 (mod 4)
ℤ[(1 + √𝐷)/2] = (1/2)ℤ + (√𝐷/2)ℤ 𝐷 ≡ 1 (mod 4)

writing 𝛥𝐷 = 𝐷 when 𝐷 ≡ 1 (mod 4) and 𝛥𝐷 = 4𝐷 else, we obtain

𝒪𝐷 = ℤ[(𝛥𝐷 +√𝛥𝐷)/2] .

The number 𝛥𝐷 is called the discriminant of ℚ(√𝐷) and uniquely defines the field
since ℚ(√𝐷) = ℚ(√𝛥𝐷).
Before proceeding to the proof, we note that an element 𝛼 = 𝑎+𝑏√𝐷 in 𝑘 is integral

over ℤ if and only if tr(𝛼) and N(𝛼) are integers. Indeed, the minimal polynomial of 𝛼
is 𝑥2 − (𝛼 + 𝛼)𝑥 + 𝛼𝛼 = 𝑥2 − tr(𝛼)𝑥 + N(𝛼).

Proof. Suppose 𝛼 = 𝑎 + 𝑏√𝐷 lies in 𝒪𝐷. Then 2𝑎 is an integer and we perform a case
distinction to whether 𝑎 is an integer or a half-integer.
Case 1a Let 𝑎 be an integer. Then 𝑏2𝐷 is an integer and writing 𝑏 = 𝜆/𝜇 in

simplest form we see that 𝜇2 must divide 𝐷. However, 𝐷 is squarefree and so 𝜇 = 1.
Consequently, we have shown that if 𝑎 is an integer, then so is 𝑏. Hence 𝒪𝐷 ⊆ ℤ+√𝐷ℤ =
ℤ[√𝐷] ⊆ ℤ[(1 + √𝐷)/2].
Case 2a Now let 𝑎 be a half integer 𝛾/2 with 𝛾 odd. Then 𝛾2/4 − 𝑏2𝐷 = 𝜁 is

an integer, and so 4𝑏2𝐷 is. Again writing 𝑏 = 𝜆/𝜇 in simplest form we see that 𝜇2

must divide 4𝐷. Since 𝐷 is squarefree 𝜇 = 1 or 2. If 𝜇 = 1, then 𝑏 is an integer, and so
N(𝛼) = 𝛾2/4−𝑏2𝐷 being integer implies 𝛾2/4 is an integer. This can only be if 𝛾 is even.
A contradiction. Hence 𝜇 = 2, and 𝜆 odd. Now we have 𝛾2 − 4𝑏2𝐷 = 𝛾2 − 𝐷𝜆2 = 4𝜁.
Since 𝛾 and 𝜆 are odd, we have 𝛾2 ≡ 𝜆2 (mod 4) and so 𝐷 ≡ 1 (mod 4) must be true.
In this case, we have shown that 𝒪𝐷 ⊆ ℤ[(1 + √𝐷)/2].
In conclusion 𝒪𝐷 ⊆ ℤ[√𝐷] when 𝐷 ≢ 1 (mod 4) and 𝒪𝐷 ⊆ ℤ[(1 + √𝐷)/2] when

𝐷 ≡ 1 (mod 4). For the converse, we also perform a case distinction.
Case 1b If 𝛼 lies in ℤ[√𝐷], then 𝛼 = 𝑎 + 𝑏√𝐷 with 𝑎, 𝑏 integers and so 𝛼 lies in

𝒪𝐷 because the norm and trace are integers. Together with Case 1a we have equality
𝒪𝐷 = ℤ[√𝐷] when 𝐷 ≢ 1 (mod 4).
Case 2b If 𝛼 = 𝑎 + 𝑏√𝐷 lies in ℤ[(1 +√𝐷)/2] with half-integers 𝑎, 𝑏, then the trace

2𝑎 is clearly an integer, and the norm 𝑎2 − 𝐷2𝑏2 is an integer when 𝐷 ≡ 1 (mod 4).
Indeed 𝑎 = 𝛾/2, 𝑏 = 𝜆/2 with 𝛾, 𝜆 odd, so 𝛾2, 𝜆2 ≡ 1 (mod 4) and so 𝛾2 − 𝐷𝜆2 ≡ 0
(mod 4) when 𝐷 ≡ 1 (mod 4); we conclude that 𝛾2 −𝐷𝜆2 = 4𝜁 so N(𝛼) = 𝑎2 −𝐷𝑏 = 𝜁
is an integer. Together with Case 2a, we have equality 𝒪𝐷 = ℤ[(1 + √𝐷)/2].
This shows our first description of 𝒪𝐷. The second 𝒪𝐷 = ℤ[(𝛥𝐷 + √𝐷)/2] follows

immediately by definition.

If we write 𝑤𝐷 = (𝛥𝐷+√𝛥𝐷)/2 we get 𝒪𝐷 = ℤ[𝑤𝐷]. Moreover, 𝑤2
𝐷−𝛥𝐷𝑤𝐷+(𝛥2

𝐷−
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𝛥𝐷)/4 = 0 and so ℤ[𝑤𝐷] = ℤ +𝑤𝐷ℤ. Notably, we see that N(𝑤𝐷) = (𝛥2
𝐷 −𝛥𝐷)/4 is an

integer. This also follows from the fact that 𝛥𝐷 = 0, 1 (mod 4).
We can translate Theorem 3.1 to tell us that every order 𝒪 of a quadratic number

field 𝑘 can be written as 𝒪 = ℤ + 𝑓𝑤𝐷ℤ. An immediate consequence is that the set of
orders ℤ + 𝑓𝑤𝐷ℤ is exactly equal to the set of all ℤ[𝛼] with 𝑎 + 𝑓𝑤𝐷, 𝑎, 𝑓 integers and
𝑓 ≠ 0. Indeed,

ℤ[𝛼] = ℤ + ℤ𝛼 = ℤ + ℤ(𝑎 + 𝑓𝑤𝐷) = ℤ + 𝑓𝑤𝐷ℤ.

That is, every order is principal (generated by one element as a ring) inside 𝒪𝐷.
Finally, we make a note on the discriminant 𝛥𝐷. We have just seen that every

order 𝒪 = ℤ + 𝑓𝑤𝐷ℤ can be written as ℤ + 𝛼ℤ. Defining the discriminant 𝛥(𝒪)
of 𝒪 = ℤ + 𝛼ℤ to be the discriminant of the minimal polynomial of 𝛼, we see that
𝛥(𝒪𝐷) = 𝛥2

𝐷 − (𝛥2
𝐷 − 𝛥𝐷) = 𝛥𝐷 and 𝛥(ℤ + 𝑓𝑤𝐷ℤ) = 𝑓2𝛥𝐷. As the discriminant

uniquely defined the field, the discriminant 𝑓2𝛥𝐷 of an order uniquely defines the order
ℤ + 𝑓𝑤𝐷ℤ and the field ℚ(√𝐷). Indeed, given the discriminant 𝑛 = 𝑓2𝛥𝐷 of an order
(𝑓,𝛥𝐷 unknown) we extract the squarefree part of 𝑛 to obtain 𝐷. From this we compute
𝛥𝐷 = 𝐷 or 𝛥𝐷 = 4𝐷 depending on whether 𝐷 ≡ 1 (mod 4) or not and set 𝑓 = √𝑛/𝛥𝐷.
As an aside, we note that recovering the squarefree (or square) component of a given

integer is difficult, and conjectured to be as hard as factoring [62].

3.2 The ideal class-group of an order

Suppose 𝐷 is a domain and 𝐹 its field of fractions. A non-zero10 𝐷-module 𝐼 of 𝐹 is
said to be a fractional ideal of 𝐷 if there exists a non-zero 𝑑 in 𝐷 so that 𝑑𝐼 ⊆ 𝐷. One
can think of 𝑑 as a “universal denominator”, killing all the denominators of the fractions
of the elements in 𝐼. To emphasise the distinction between fractional ideals 𝐼 ⊆ 𝐹 and
“usual” ideals 𝐽 ⊆ 𝐷, we call the ideals 𝐽 ⊆ 𝐷 integral ideals. In both cases, we also use
the short hand 𝐼 is a fractional 𝐷-ideal, or 𝐽 is an integral 𝐷-ideal. We immediately
see the fractional ideals are exactly 𝐷-modules of the form 𝛼𝐽 where 𝛼 lies in 𝐹 and
𝐽 ⊆ 𝐷 is an integral ideal. Finally, we remark that when 𝐷 is Noetherian, i.e. every
ideal of 𝐷 is finitely generated (like in any order of a number field), then the fractional
ideals of 𝐷 are exactly finitely generated 𝐷-modules contained in 𝐹.
The product of two fractional ideals is a fractional ideal again, so the fractional

ideals form a monoid with multiplication. For any fractional ideal 𝐼 we define 𝐼−1 =
{𝛼 ∈ 𝐹 ∣ 𝛼𝐼 ⊆ 𝐷}. This is again a fractional ideal [37, Sec. 10.1], and we call 𝐼 (and 𝐼−1)
invertible if 𝐼𝐼−1 = 𝐼−1 = 𝐷. Using this terminology, we must be a little careful: just
because 𝐼−1 exists (it always does), does not mean that 𝐼 is invertible. Clearly every
principal fractional ideal 𝐼 = 𝛼𝐷 for 𝛼 in 𝐹 is invertible.
From this, we define the class-group Cl(𝒪) of𝒪 to be the quotient ℐ(𝒪)/𝒫(𝒪) where

ℐ(𝒪) denotes the invertible fractional ideals of 𝒪 and 𝒫(𝒪) the principal fractional
ideals. Notably, every class in the class-group is represented by an integral ideal.

10Not all authors follow this convention. Jacobson, Cox, Milne, Sutherland and Neukirch do; whilst Atiyah,
Macdonald do not.
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Before we continue to classify the invertible ideals of 𝐷, we recall some more general
features of integral extensions and closures. Let 𝑅 ⊆ 𝐸 be rings. An element 𝑒 of 𝐸 is
said to be integral over 𝑅 if 𝑒 satisfies a monic (univariate) polynomial with coefficients
in 𝑅. Clearly every element in 𝑅 is integral over 𝑅. If every element in 𝐸 is integral
over 𝑅, we say that 𝐸 is an integral extension of 𝑅. The integral closure of 𝑅 in 𝐸
is the set of all elements in 𝐸 that are integral over 𝑅. The integral closure forms a
ring [35, Cor. 5.3]. Moreover, we say that 𝑅 is integrally closed in 𝐸 if the integral
closure of 𝑅 is 𝑅 itself. Finally, the integral closure of 𝑅 in 𝐸 is integrally closed in
𝐸 [35, Cor. 5.5]. Consequently, 𝒪𝑘 is integrally closed.
Now, whether or not other ideals of 𝐷 are invertible is governed in part by the

following

Proposition 3.3 (Dedekind Domains [13, Rem. 3.25; 23, Def. 3.2]). Let 𝐷 be a Noethe-
rian domain. The following are equivalent
(i) 𝐷 is integrally closed and non-zero prime ideals are maximal;
(ii) every non-zero properly contained ideal of 𝐷 can be uniquely written as the

product of prime ideals of 𝐷; and
(iii) every fractional ideal of 𝐷 is invertible.

Any 𝐷 satisfying any, and therefore all, of these properties is called a Dedekind domain.
The integers are clearly Dedekind, or any PID for that fact. Although suggested by (ii),
being UFD is not enough. Indeed, 𝑘[𝑥, 𝑦] is UFD for any field 𝑘, and the ideal 𝑥𝑘[𝑥, 𝑦]
generated by 𝑥 is prime yet not maximal.
We suspect 𝒪𝑘 is a Dedekind domain, for it is already Noetherian and integrally

closed. The only thing left to prove is that prime ideals are maximal. This is very
well described by the content of the Cohen-Seidenberg theorems: let 𝐸 be an integral
extension of 𝑅, then the restriction 𝑃 ∩ 𝑅 of a prime ideal 𝑃 ⊆ 𝐸 is maximal in 𝑅
if and only if 𝑃 is maximal in 𝐸 [35, Cor. 5.8]. Applying this to ℤ ⊆ 𝒪𝑘, we see that
every prime ideal of 𝒪𝑘 is maximal. Indeed, the restriction 𝑃 ∩ ℤ of a prime non-zero
ideal 𝑃 of 𝒪𝑘 is a prime ideal of ℤ and so also a maximal. We conclude that the ring of
integers of any number field is a Dedekind ring. As such, all fractional ideals of 𝒪𝑘 are
invertible.
Conversely, we see that there are non-invertible fractional ideals of every non-maximal

order in a quadratic number field 𝑘 = ℚ(√𝐷) because non-maximal orders 𝒪 =
ℤ + 𝑓𝑤𝐷ℤ are not integrally closed. Indeed, because 𝑤𝐷 is integral over ℤ (it even
generates the integral closure of ℤ in 𝑘), it is integral over 𝒪, but it is patently not
contained in 𝒪.
Sutherland gives us an explicit example of a non-invertible ideal in the following. Let

𝐷 = −1, then 𝑤𝐷 = 2+√−1 = 2+𝜄 and 𝒪𝐷 = ℤ+𝑤𝐷ℤ = ℤ+𝜄ℤ comprises theGaussian
integers. Now 𝒪 = ℤ + 2𝑤𝐷ℤ = ℤ + 2𝜄ℤ is an order in 𝒪𝐷 and then 𝐼 = 2ℤ + 2𝜄ℤ an
integral ideal thereof. Writing down 𝐼−1 = {𝛼 ∈ Frac(𝒪) = ℚ+ 𝜄ℚ ∣ 𝛼𝐼 ⊆ 𝐼} = ℤ+ 𝜄ℤ,
we see that 𝐼𝐼−1 = 𝐼 ≠ 𝒪 and conclude that 𝐼 is not invertible. We did not even need
to construct a “difficult” fractional ideal to arrive at a non-example.
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To get a better understanding of which ideals are invertible in a non-maximal order
we have introduce to some more ingredients that end up being especially useful for
imaginary quadratic fields, which is our case of interest.
First, we generalise the norm of elements to norms of ideals in an imaginary (a

condition that we have not used yet) quadratic number fields. Let 𝛼 = 𝑎 + 𝑏𝑓𝑤𝐷 lie in
the order 𝒪 = ℤ+ 𝑓𝑤𝐷ℤ. Then

𝛼𝒪 = (𝑎 + 𝑏𝑓𝑤𝐷)ℤ + (𝑎𝑓𝑤𝐷 + 𝑏𝑓2𝑤2
𝐷)ℤ

= (𝑎 + 𝑏𝑓𝑤𝐷)ℤ + (𝑎𝑓𝑤𝐷 + 𝑏𝑓2(𝛥𝐷𝑤𝐷 − (𝛥2
𝐷 −𝛥𝐷)/4))ℤ

= (𝑎 + 𝑏𝑓𝑤𝐷)ℤ + (−𝑏𝑓2(𝛥2
𝐷 −𝛥𝐷)/4 + (𝑎 + 𝑏𝑓𝛥𝐷)𝑓𝑤𝐷)ℤ).

Now, for any free module 𝐹 = 𝑒1ℤ+𝑒2ℤ, the submodule 𝐺 = (𝑎𝑒1+𝑏𝑒2)ℤ+(𝑐𝑒1+𝑑𝑒2)ℤ
with 𝑎𝑑 − 𝑏𝑐 ≠ 0 has index |𝑎𝑑 − 𝑏𝑐| in 𝐹 [21, Ex. 7.15]. That is, |𝐹/𝐺| = |𝑎𝑑 − 𝑏𝑐|.
Therefore, using 𝑒1 = 1, 𝑒2 = 𝑓𝑤𝐷, we obtain

|𝒪/𝛼𝒪| = 𝑎(𝑎 + 𝑏𝑓𝛥𝐷) + 𝑏2𝑓2(𝛥2
𝐷 −𝛥𝐷)/4.

This is exactly the norm of 𝛼. Indeed, writing 𝛼 = 𝑎 + 𝑏𝑓𝑤𝐷 = 𝑎 + 𝑏𝑓(𝛥𝐷 − 𝑤𝐷) =
𝑎 + 𝑏𝑓𝛥𝐷 − 𝑏𝑓𝑤𝐷 we compute

N(𝛼) = (𝑎 + 𝑏𝑓𝑤𝐷)(𝑎 + 𝑏𝑓𝛥𝐷 − 𝑏𝑓𝑤𝐷)
= 𝑎(𝑎 + 𝑏𝑓𝛥𝐷) − 𝑎𝑏𝑓𝑤𝐷 + 𝑏𝑓𝑤𝐷(𝑎 + 𝑏𝑓𝛥𝐷) − 𝑏2𝑓2(𝛥𝐷𝑤𝐷 − (𝛥2

𝐷 −𝛥𝐷)/4)
= 𝑎(𝑎 + 𝑏𝑓𝛥𝐷) + (𝛥2

𝐷 −𝛥𝐷)/4).

This inspires us to define the norm N(𝐼) of an integral ideal 𝐼 ⊆ 𝒪 to be its index
[𝒪 ∶ 𝐼 ] = |𝒪/𝐼|. To ensure this is finite, we first remark that every ideal 𝐼 ⊆ 𝒪 contains
an integer. Indeed, if 𝛼 lies in 𝒪, then by description of orders (Theorem 3.1), and
using that the ring of integers 𝒪𝐷 is stable under conjugation, we see that 𝛼 lies in 𝒪.
Hence N(𝛼) = 𝛼𝛼 also lies in 𝐼. This is an integer because 𝛼 is integral over ℤ (𝛼 lies
in 𝐼 ⊆ 𝒪 ⊆ 𝒪𝐷). Now N(𝛼)𝒪 ⊆ 𝐼 ⊆ 𝒪 and so 𝒪/𝐼 ⊆ 𝒪/N(𝛼)𝒪. However, since 𝒪 is
an order, and so a finitely generated free ℤ-module, the quotient 𝒪/𝑚𝒪 is finite. This
verifies that the index of any ideal of 𝒪 is finite.
We now generalise this definition to fractional ideals. Let 𝐼 be a fractional ideal

of an order 𝒪 ⊆ 𝒪𝑘, so that 𝐼 = 𝛼𝐽 for 𝛼 in 𝑘 and 𝐽 ⊆ 𝒪 an integral ideal. We
write 𝛼 = (𝑎 + 𝑏𝑓𝑤𝐷)/(𝑐 + 𝑑𝑓𝑤𝐷) with integers 𝑎, 𝑏, 𝑐, 𝑑 and notice that 𝛼 = (𝑎 +
𝑏𝑓𝑤𝐷)(𝑐 + 𝑑𝑓𝑤𝐷))/N(𝑐 +𝑑𝑓𝑤𝐷). Since 𝐽 ′ = (𝑎+𝑏𝑓𝑤𝐷)(𝑐 + 𝑑𝑓𝑤𝐷))𝐽 is an integral ideal
again, we can assume that 𝛼 lies in ℚ. In fact we can go further to assume that 𝛼 = 1/𝑛
for some non-zero integer 𝑛. We call 𝐽 ⊆ 𝒪 primitive if 𝐽/𝑚 is not integral for any
integer 𝑚 > 1. We now define the norm of 𝐼 = 𝛼𝐽 to be N(𝐼) = N(𝛼)N(𝐽) if 𝐽 is a
primitive 𝒪-ideal and 𝛼 in ℚ.
We note that (𝛼𝒪)(𝛼𝒪) = N(𝛼)𝒪 and see that this generalises to non-principal

ideals

Lemma 3.4 ([21, Lem. 7.14]). Let 𝒪 be an order in an imaginary quadratic field
and 𝐼 , 𝐽 invertible ideals of 𝒪. Then N(𝐼𝐽) = N(𝐼)N(𝐽); and 𝐼 𝐼 = N(𝐼)𝒪.
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This lemma is very powerful, because it immediately tells us how to compute the
inverse of an ideal quickly. If 𝐼 is invertible, then 𝐼𝐼/N(𝐼) = 𝒪. By uniqueness of
inverses in monoids, we conclude that 𝐼−1 = 𝐼/N(𝐼). This can be used in the converse,
if 𝐼𝐼/N(𝐼) ≠ 𝒪, then 𝐼 is not invertible. We also see, that in our previous example with
Gaussian integers, our computation (2ℤ + 2𝜄ℤ)−1 = ℤ+ 𝜄ℤ was correct.
Sutherland gives us a counterexample to the multiplicativity of norms for non-

invertible ideals. Let us return to the setting of Gaussian integers. Here 𝐷 = −1,
𝛥𝐷 = −4, 𝑤𝐷 = 2 + √−1 = 2 + 𝜄. Let 𝒪 = ℤ + 2𝑤𝐷ℤ = ℤ + 2𝜄ℤ. The ideal
𝐼 = 2ℤ + 2𝜄ℤ of 𝒪 has norm 2. On the other hand, we compute 𝐼 2 = (2(ℤ + 𝜄ℤ))2 =
4(ℤ + 𝜄ℤ)2 = 4ℤ + 4𝜄ℤ, which however has norm 8 and not 4. By using the formula
𝐼−1 = 𝐽 = 𝐼/N(𝐼) we compute 𝐼−1 = ℤ + 𝜄ℤ to verify that 𝐼 is indeed not invertible,
𝐼𝐼−1 = 2(ℤ + 𝜄ℤ)2 = 2𝒪 ≠ 𝒪.
We also have the following, rather immediate, corollary of 3.4. Namely, that given

an invertible integral ideal 𝐼 ⊆ 𝒪, the set of all equivalent integral ideals 𝐽 ⊆ 𝒪 is given
by

{𝛽𝐼/N(𝐼) ∣ 𝛽 ∈ 𝐼} .

Indeed, any two fractional ideals ℐ,𝒥 ⊆ Frac(𝒪) are equivalent if and only if there
exists a 𝛾 in Frac(𝒪) such that 𝛾ℐ = 𝒥. Moreover, with 𝛾 in Frac(𝒪), the ideal 𝛾ℐ is
integral if and only if 𝛾 lies in ℐ−1. Consequently, an integral ideal 𝐽 is equivalent to 𝐼
if and only if 𝐽 = 𝛾𝐼 with 𝛾 in 𝐼−1. Since 𝐼 is invertible, 𝐼−1 = 𝐼/N(𝐼) (by the lemma)
and we conclude that the integral ideals 𝐽 equivalent to 𝐼 are exactly the ideals of the
form 𝛽𝐼/N(𝐼) with 𝛽 in 𝐼. These ideals have norm N(𝛽)/N(𝐼).
Writing 𝛽 = 𝑥𝑚𝑎 + 𝑦𝑚(𝑏 + 𝑓𝑤𝐷) in 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] for integers 𝑥, 𝑦, we see that

N(𝛽)
N(𝐼)

=
1

𝑚2𝑎
𝑚2 (𝑥2𝑎2 + 𝑥𝑦𝑎(2𝑏 + 𝑓𝛥𝐷) + 𝑦2N(𝑏 + 𝑓𝑤𝐷))

= 𝑥2𝑎 + 𝑥𝑦(2𝑏 + 𝑓𝛥𝐷) + 𝑦2N(𝑏 + 𝑓𝑤𝐷)/𝑎.

We remark that, since 𝐼 is an ideal 𝑎 divides N(𝑏 + 𝑓𝑤𝐷) and so N(𝛽)/N(𝐼) is a binary
quadratic form as a function of 𝑥, 𝑦. Moreover, it has discriminant (2𝑏+𝑓𝛥𝐷)2−4N(𝑏+
𝑓𝑤𝐷) = 𝑓2𝛥𝐷 < 0 and so is positive definite (since we assume 𝑎 ≥ 0 when writing ideals
in the standard form 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷]).
From this discussion we conclude the

Corollary 3.5. Let 𝐼 ⊆ 𝒪 be an invertible integral ideal. The set of all equivalent
integral ideals 𝐽 ⊆ 𝒪 is given by {𝛽𝐼/N(𝐼) ∣ 𝛽 ∈ 𝐼}. Moreover, the ideal 𝐼 =
𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] has an equivalent integral ideal 𝐽 of norm 𝑛 if and only if

𝑥2𝑎 + 𝑥𝑦(2𝑏 + 𝑓𝛥𝐷) + 𝑦2N(𝑏 + 𝑓𝑤𝐷)/𝑎 = 𝑛

has integer solutions 𝑥, 𝑦.

We now have developed the language to formulate the

Lemma 3.6 ([21, Lem. 7.18]). Let 𝒪 be an order of a quadratic number field, 𝐼 an
integral thereof and 𝑙 an integer. Then
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(i) 𝐼 is prime to 𝑙𝒪 if and only if N(𝐼) is prime to N(𝑙𝒪) = 𝑙2; and
(ii) 𝐼 is invertible if N(𝐼) is coprime to the conductor 𝑓 of 𝒪.

Proof. We recall that two ideals 𝐼 , 𝐽 of a ring 𝑅 are coprime if 𝐼 + 𝐽 = 𝑅.
Since 𝐼 is an ideal, the multiplication-by-𝑙 map 𝑚𝑙 ∶ 𝒪 −→ 𝒪; 𝑥 ↦ 𝑚𝑥 induces a

well-defined map 𝑚𝑙 ∶ 𝒪/𝐼 −→ 𝒪/𝐼 on the quotients. Now the condition 𝐼 + 𝑙𝒪 = 𝒪
means nothing more than 𝑙𝒪 = 𝒪 (mod 𝐼), which in turn is equivalent to 𝑚𝑙 being
surjective. Since 𝒪/𝐼 is finite (pg. 40, definition of norm), this is equivalent to 𝑚𝑙 being
bijective. Moreover, 𝑚𝑙 is a morphism of groups, so in fact this is equivalent to 𝑚𝑙 being
an automorphism of groups.
Since 𝒪/𝐼 is a finite Abelian group, we can write 𝒪/𝐼 as a product of cyclic groups

ℤ/𝑛1ℤ × ⋯ℤ/𝑛𝑟ℤ. Then 𝑚𝑙 is an automorphism on 𝒪/𝐼 if and only if the induced
maps on each ℤ/𝑛𝑖ℤ are isomorphisms for all 𝑛𝑖, which this is the case if and only if 𝑙
is prime to all 𝑛𝑖. This is true if and only if 𝑙 is prime to |𝒪/𝐼| = N(𝐼). This proves (i).
To prove (ii), let 𝑘 = ℚ(√𝐷) with squarefree 𝐷 be the quadratic number field of

which 𝒪 ⊆ 𝒪𝐷 is an order. We note that the set 𝒪𝐼 = {𝑥 ∈ 𝑘 ∣ 𝑥𝐼 ⊆ 𝐼} is contained in
𝒪𝐷. Some authors call 𝒪𝐼 the order of 𝐼 [1, Def. 42]. Now let 𝑥 lie in 𝒪𝐼. Since N(𝐼) is
prime to 𝑙, we we know by part (i) that 𝒪 = 𝐼 + 𝑓𝒪 and we have

𝑥𝒪 = 𝑥(𝐼 + 𝑓𝒪) = 𝑥𝐼 + 𝑥𝑓𝒪 ⊆ 𝐼 + 𝑓𝒪𝐷 ⊆ 𝐼 + 𝒪 ⊆ 𝒪.

This demonstrates that 𝒪𝐼 ⊆ 𝒪. The converse 𝒪 ⊆ 𝒪𝐼 = {𝑥 ∈ 𝑘 ∣ 𝑥𝐼 ⊆ 𝐼} is always
true because 𝐼 is an ideal.
Ideals for which 𝒪𝐼 = 𝒪 are called proper and, in quadratic imaginary fields, they are

exactly the invertible ideals [21, Prop. 7.4], completing the proof of (ii). More generally,
the proper ideals of an order of any (not necessarily quadratic) number field, form a
group under multiplication [80, Prop. 4.11].

Unfortunately (ii) of this lemma cannot be improved. That is, there exist invertible
ideals whose norm are not prime to the conductor. We construct an example in the
following. Let 𝐷 = −1,𝛥𝐷 = −4,𝑤𝐷 = 2+√−1 = 2+ 𝜄. Let 𝒪 = ℤ+ 6𝑤𝐷ℤ = ℤ+ 6𝜄ℤ
and 𝐼 = 2ℤ + 6𝜄ℤ. Verify that 𝐼 is an ideal by computing (2𝛼 + 6𝛽𝜄)(𝛾 + 6𝜄𝛿) =
(2𝛼𝛾−36𝛽𝛿)+6(𝛽𝛾+2𝛼𝛿)𝜄. Then 𝐼 has norm 2 in 𝒪. We compute 𝐼−1 = 𝐼/2 = ℤ+3𝜄ℤ
and verify 𝐼𝐼−1 = (2ℤ + 6𝜄ℤ)(ℤ + 3𝜄ℤ) = ⋯ = ℤ+ 6𝜄ℤ = 𝒪. Hence 𝐼 is invertible, even
though its norm is not prime to the conductor.
However, there is a fix to this imprecision in the following. We first note that the

integral ideals prime to 𝑓𝒪 are invertible, and so lie in ℐ(𝒪). Moreover, the product of
integral ideals prime to 𝑓𝒪 are again prime to 𝑓𝒪 because the product of their norms is
again coprime to 𝑓. So we can define ℐ(𝒪, 𝑓) to be the subgroup inside ℐ(𝒪) generated
by integral ideals that are prime to 𝑓𝒪. We can do the same for principal ideals and
denote this subgroup 𝒫(𝒪, 𝑓) and it turns out [21, Prop. 7.19], that

ℐ(𝒪, 𝑓)/𝒫(𝒪, 𝑓) ≅ Cl(𝒪)
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3.3 Explicit representation of ideals

To perform the CLAPOTI algorithm outlined in Subsection 2.7, we must be able to
compute with ideals. We have seen that orders are free ℤ-modules; to use a more
compact notation, we will write [𝑎1, … , 𝑎𝑛] for the ℤ-module 𝑎1𝑒1ℤ + ⋯𝑎2𝑒𝑛ℤ. More
concretely, in this section [𝑧, 𝑤] = 𝑧ℤ + 𝑤ℤ.

Proposition 3.7 ([24, Prop. 3.7; 36, Sec. 5.2]). Let 𝒪 = ℤ+𝑓ℤ𝑤𝐷 be an order inside
a quadratic number field. Then
(i) every subgroup 𝑀 ⊆ 𝒪 can be written as 𝑀 = [𝑛, 𝑐 + 𝑚𝑓𝑤𝐷] with unique

integers 0 ≤ 𝑛,𝑚 and 0 ≤ 𝑐 ⪇ 𝑛; and
(ii) the subgroup 𝑀 = [𝑛, 𝑐 +𝑚𝑓𝑤𝐷] is an ideal if and only if

𝑚 ∣ 𝑛, 𝑚 ∣ 𝑐, and 𝑛 ∣ 𝑚N(𝑐/𝑚 + 𝑓𝑤𝐷);

consequently, we may write an ideal as 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] with unique integers
0 ≤ 𝑚, 𝑎 and 0 ≤ 𝑏 ⪇ 𝑎.

Proof. To prove (i), let 𝐻 = {𝜁 ∣ 𝜇 + 𝜁𝑓𝑤𝐷 ∈ 𝑀}. This is a subgroup of ℤ and so can
be written as 𝐻 = 𝑚ℤ for some unique non-negative integer 𝑚. Moreover, 𝑀 ∩ ℤ ⊆ ℤ
is also a subgroup and so 𝑀 ∩ ℤ = 𝑛ℤ for some unique non-negative integer 𝑛. Now,
since 𝑚 lies in 𝐻, there exists a 𝑐 in ℤ so that 𝑐 +𝑚𝑓𝑤𝐷 lies in 𝑀. If 𝑐 +𝑚𝑓𝑤𝐷 lies in
𝑀, then so does 𝑐 + 𝜆𝑛 +𝑚𝑓𝑤𝐷. As such, we may choose 0 ≤ 𝑐 ⪇ 𝑛 uniquely.
Now, let 𝑥 = 𝑎 + 𝑏𝑓𝑤𝐷 lie in 𝑀. Then 𝑏 lies in 𝐻 and is 𝑏 = 𝜆𝑚 for some integer

𝜆. Then 𝑥 − 𝜆(𝑐 +𝑚𝑓𝑤𝐷) = 𝑎 + 𝑏𝑓𝑤𝐷 − 𝜆𝑐 − 𝜆𝑚𝑓𝑤𝐷 = 𝑎 − 𝜆𝑐 lies in ℤ ∩𝑀. As such
𝑎−𝜆𝑐 = 𝜇𝑛 for some integer 𝜇. In conclusion 𝑥 = 𝜇𝑛+𝜆(𝑐+𝑚𝑓𝑤𝐷) is in [𝑛, 𝑐+𝑚𝑓𝑤𝐷].
We note that 𝑛,𝑚 and 𝑐 did not depend on 𝑥, and so we conclude 𝑀 ⊆ [𝑛, 𝑐 +𝑚𝑓𝑤𝐷].
The converse [𝑛, 𝑐 + 𝑚𝑓𝑤𝐷] ⊆ 𝑀 is clear.
Now let us prove (ii). Since 𝐼 is a group by definition, it is an ideal if and only if

it is closed by multiplication from 𝒪. Since 𝒪 = [1, 𝑓𝑤𝐷], we must verify that 1 ⋅ 𝐼 ⊆ 𝐼
and 𝑓𝑤𝐷 ⋅ 𝐼 ⊆ 𝐼 (i.e. verify on generators). The first condition is trivially true. For the
second, we compute 𝑓𝑤𝐷 ⋅ 𝑛 and 𝑓𝑤𝐷 ⋅ (𝑐 +𝑚𝑓𝑤𝐷) and find exact conditions that ensure
they lie in 𝐼.
First, 𝑛𝑓𝑤𝐷 lies in 𝐼 if and only if 𝑛𝑓𝑤𝐷 = 𝜆𝑛+𝜇(𝑐 +𝑚𝑓𝑤𝐷) for integers 𝜇, 𝜆. That

is, 𝑛 = 𝜆𝜇 and 𝜆𝑛 + 𝜇𝑐 = 0. Writing this more compactly, we see 𝑛𝑓𝑤𝐷 lies in 𝐼 if and
only if 𝑚 ∣ 𝑛 and 𝑚 ∣ 𝑐. So let us write 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] where 𝑛 = 𝑚𝑎, 𝑐 = 𝑚𝑏 from
now on.
The second generator

𝑓𝑤𝐷 ⋅ (𝑐 + 𝑚𝑓𝑤𝐷) = 𝑓𝑤𝐷 ⋅ (𝑚𝑎 +𝑚𝑓𝑤𝐷)
= 𝑚(𝑏𝑓𝑤𝐷 + 𝑓2𝑤2

𝐷)
= 𝑚(𝑏𝑓𝑤𝐷 + 𝑓2(𝛥𝐷𝑤𝐷 − (𝛥2

𝐷 −𝛥𝐷)/4))
= 𝑚(−𝑓2(𝛥2

𝐷 −𝛥𝐷)/4 + (𝑏 + 𝑓𝛥𝐷)𝑓𝑤𝐷)
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lies in 𝐼 if and only if there exist integers 𝜆, 𝜇 so that

𝜆𝑚𝑎 + 𝜇𝑚𝑏 = −𝑚𝑓2(𝛥2
𝐷 −𝛥𝐷)/4 and 𝜇𝑚 = 𝑚(𝑏 + 𝑓𝛥𝐷).

Substituting 𝜇𝑚, we obtain 𝜆𝑚𝑎+𝑚𝑏(𝑎+𝑓𝛥𝐷) = −𝑚𝑓2(𝛥2
𝐷−𝛥𝐷)/4 which is equivalent

to

−𝜆𝑎 = 𝑏(𝑏 + 𝑓𝛥𝐷) + 𝑓2(𝛥2
𝐷 −𝛥𝐷)/4 = 𝑏2 + 𝑏𝑓𝛥𝐷 + 𝑓2(𝛥2

𝐷 −𝛥𝐷)/4 = N(𝑏 + 𝑓𝑤𝐷).

In other words, 𝑓𝑤𝐷 ⋅ (𝑐 +𝑚𝑓𝑤𝐷) lies in 𝐼 if and only if 𝑎 ∣ N(𝑏 + 𝑓𝑤𝐷); or equivalently
𝑛 ∣ 𝑚N(𝑐/𝑚 + 𝑓𝑤𝐷).
The final statement, that 𝑏 can now be chosen uniquely 0 ≤ 𝑏 ≰ 𝑎 follows immedi-

ately.

We can now compute the norms of ideals very easily.

Proposition 3.8. The index of 𝑀 = [𝑛, 𝑐+𝑚𝑓𝑤𝐷] in 𝒪 = ℤ+𝑓ℤ𝑤𝐷 is |𝒪/𝑀| = 𝑛𝑚.

Consequently, if 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] is an ideal, then N(𝐼) = |𝒪/𝐼| = 𝑚2𝑎.

Proof. We prove this by showing that every element 𝑥 = 𝑎 + 𝑏𝑓𝑤𝐷 in 𝒪/𝑀 can be
represented by 𝑦 = 𝑎′ + 𝑏′𝑓𝑤𝐷 where 0 ≤ 𝑎𝑏′ ⪇ 𝑛 and 0 ≤ 𝑏′ ⪇ 𝑚. Let 𝑏 = 𝜆𝑚 + 𝑏′ so
that 0 ≤ 𝑏′ ⪇ 𝑚. Then 𝑥−𝜆(𝑐+𝑚𝑓𝑤𝐷) = 𝑎−𝜆𝑐+𝑏′𝑓𝑤𝐷. Now choosing 𝑎−𝜆𝑐 = 𝜇𝑛+𝑎′

so that 0 ≤ 𝑎′ ⪇ 𝑛 we have 𝑥−𝜆(𝑐+𝑚𝑓𝑤𝐷)−𝜇𝑛 = 𝑎′+𝑏′𝑓𝑤𝐷 concluding the proof.

Lemma 3.9. There exists an invertible ideal 𝐼 in 𝒪 = [1, 𝑓𝑤𝐷] with odd norm 𝑛
prime to 𝑓2𝛥𝐷 if and only if 𝑓2𝛥𝐷 is a square modulo 4𝑛.

Proof. We cite the well-known result, that the map 𝑎𝑥2+𝑏𝑥𝑦+𝑐𝑦2 ↦ [𝑎,−(𝑏+𝛥𝐷)/2+
𝑓𝑤𝐷] induces a bijection between the form class-group of discriminant 𝑓2𝛥𝐷 and the ideal
class-group of 𝒪 (e.g. [21, Th. 7.7]). We note that [𝑎,−(𝑏 + 𝑓𝛥𝐷)/2+ 𝑓𝑤𝐷] is in fact an
integral ideal: since 𝑏2 − 4𝑎𝑐 = 𝑓2𝛥𝐷 we see that 𝑏2 ≡ 𝑓2𝛥𝐷 (mod 4) and so 𝑏 ≡ 𝑓𝛥𝐷
(mod 2) because 𝛥𝐷 ≡ 0, 1 (mod 4). Moreover the norm of this ideal is 𝑎.
So there exists an ideal in 𝒪 with norm 𝑎 if and only if there exists a binary quadratic

form 𝑄 = 𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 with discriminant 𝑓2𝛥𝐷. Clearly 𝑄 represents 𝑎. It is now
a standard result of binary quadratic forms, that odd 𝑛 are represented by a form with
discriminant 𝑓2𝛥𝐷 if and only if 𝑓2𝛥𝐷 is a square modulo 4𝑛 (e.g. [21, Lemma 2.5]).
Conversely, if there exists a form 𝑄 that represents 𝑎, then there exist 𝑏, 𝑐 so that

𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 is equivalent to 𝑄.
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4
Some experiments: Clapoti for ordinary elliptic

curves

4.1 Clapoti with 2-dimensional 2-isogenies

Since [3] is currently the only available library for computing generic higher-dimensional
isogenies we will investigate computing the isogeny class-group action on ordinary curves
in two-dimensions. Moreover, using this library means that the induced Kani map 𝐾
must be a 2𝑛-isogeny and so the endomorphisms 𝛼, 𝛽 of the general CLAPOTI algorithm
must be given by 1 × 1 matrices (i.e. scalars), or just endomorphisms of the curve.
Finally, the library requires the 2𝑛+2-torsion to be accessible on the starting curve.
Using the CM method, we can efficiently construct ordinary elliptic curves 𝐸 with

sufficient torsion; however the class-groups of the endomorphism rings End(𝐸) of curves
found this way will be very small. Conversely, picking random Weierstrass invariants
𝑎, 𝑏 in 𝐹𝑞 and instantiating an elliptic curve from them will produce an ordinary elliptic
curve with large class-group Cl(End(𝐸)) with overwhelming probability, but we have no
control over the rational torsion. In essence, with current knowledge, there is a tension
between finding ordinary elliptic curves with targeted rational torsion (e.g. 2𝑛-torsion)
and curves with large class-groups Cl(End(𝐸)). We will circumvent this problem in a
way that is not cryptographically secure, but allows us to compute examples.
In either case, fortunately, the group structure of 𝐸(𝐹𝑞) is invariant under horizontal

isogenies. In a formula 𝐸(𝐹𝑞) ≅ 𝒪/(𝜋 − 1)𝒪 where 𝒪 ≅ End(𝐸). Consequently, we
must only construct one ordinary curve 𝐸 with satisfactory torsion and class-group
Cl(End(𝐸)); and then all curves in Ell𝑞(End(𝐸)) will also have sufficient torsion.
We now recall the algorithm presented in 2.7 and adapt it to the two-dimensional

case. We assume that Ell𝑞(𝒪) comprises (isomorphism classes of) elliptic curves with
sufficient 2𝑛-torsion. What “sufficient” means in practice is discussed in the section on
results. We also assume that Cl(𝒪) is not the trivial group, so that the resulting action
is non-trivial.
Now, given an ideal class [𝐻 ], we must find other representatives [𝐼 ] = [𝐽 ] = [𝐻] for

which there exist endomorphisms 𝛼, 𝛽 of 𝐸 so that the degree equation

deg(𝛼)N(𝐼) + deg(𝛽)N(𝐽) = 2𝑚 with gcd(deg(𝛼)N(𝐼),deg(𝛽)N(𝐽)) = 1

is satisfied for some 𝑚 ≤ 𝑛. From here, we can compute the endomorphism 𝜇 such that
𝐼𝐽 = 𝜇𝒪 and compute the kernel

ker(𝐾) = {(deg(𝛼)N(𝐼)𝑥, 𝜇𝛼𝛽(𝑥) ∣ 𝑥 ∈ 𝐸[2𝑛]}

of the Kani map 𝐾∶ 𝐸 × 𝐸 −→ 𝐸𝐼 × 𝐸𝐼, a 2𝑛-isogeny in 2-dimensions. This kernel can
then be passed to the library of [3] to recover equations for 𝐸𝐼, 𝐸𝐼 which we distinguish
using the Weil pairing trick.
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We explain different ways in which one can find the matching endomorphisms 𝛼, 𝛽.
We briefly recall that the norm of any endomorphism 𝛼 = 𝑥+𝑦𝑓𝑤𝐷 in𝒪 = [1, 𝑓𝑤𝐷] ⊆

𝒪𝐷 is given by

deg(𝛼) = 𝑥2 + 𝑥𝑦𝑓𝛥𝐷 + 𝑦2𝑓2(𝛥2
𝐷 −𝛥𝐷)/4 (4.1)

This inspires us to investigate two cases: 𝑦 = 0 and 𝑦 ≠ 0.
When 𝑦 = 0, the degrees deg(𝛼),deg(𝛽) achieved are simply squares. The degree

equation 𝑎2N(𝐼) + 𝑏2N(𝐽) = 2𝑚 has solutions if and only if the binary quadratic form
with coefficients (N(𝐼), 0,N(𝐽)) represents 2𝑚. Solutions to this can be found with
Cornacchia’s algorithm [78]. This suggests the following “reverse” approach.
We propose the following algorithm to find pairs 𝐼 , 𝐽 of equivalent ideals with coprime

norm inside an order 𝒪 ⊆ 𝒪𝐷 of conductor 𝑓, so that there exist 𝑎, 𝑏 with 𝑎2N(𝐼) +
𝑏2N(𝐽) = 2𝑛.
(i) Using Lemma 3.9 we write down the set of possible norms of ideals representing

any class in Cl(𝒪). This set is unbounded, but by Minkowski’s bound, we know
that every class is represented by some ideal of norm at most √−𝛥/3 (where 𝛥
is the discriminant of 𝒪). We consider the subset of possible norms bounded by
some (small) multiple of the Minkowski bound and call it 𝐵.

(ii) We enumerate pairs of coprime norms 𝑛𝐼 ≤ 𝑛𝐽 in 𝐵, and find solutions 𝑎, 𝑏 to
N(𝐼)𝑥2 + N(𝐽)𝑦2 = 2𝑛 if they exist.

(iii) We now iterate over ideals 𝐼 with norm 𝑛𝐼, and test whether there exists an ideal 𝐽
that is equivalent to 𝐼 with norm 𝑛𝐽. Then we have found an endomorphism pair
𝛼 = 𝑎, 𝛽 = 𝑏 for the class represented by 𝐼. This can be verified using Corollary 3.5.

(iv) Repeating this process until all classes in 𝒪 have been exhausted gives us a very
crude, yet concrete method to find matching (scalar) endomorphisms for every
class in the class group. Clearly this can only apply to small toy examples.

When we allow 𝑦 ≠ 0, the degrees deg(𝛼),deg(𝛽) are simply values given by Equa-
tion 4.1. Here we present the approach detailed in CLAPOTI. Given a class [𝐻 ] in Cl(𝒪)
we perform the following steps
(i) Sample random elements 𝛾, 𝛿 in 𝐻 to form the equivalent ideals 𝐼 = 𝛾𝐻/N(𝐻), 𝐽 =

𝛿𝐻/N(𝐻). We do not use any advanced sampling technique like in [18, Lem. 4.2.1],
we just choose 𝛾, 𝛿 from a ball with small enough radius.

(ii) If gcd(N(𝐽),N(𝐼)) ≠ 1, re-sample the ideals
(iii) Find Bèzout coefficients 𝑎, 𝑏 so that 𝑎N(𝐼)+𝑏N(𝐽) = 2𝑛 and gcd(𝑎N(𝐼), 𝑏N(𝐽)) = 1.
(iv) Use Cornacchia’s algorithm to find endomorphisms 𝛼, 𝛽 in 𝒪 with deg(𝛼) =

𝑎,deg(𝛽) using Equation 4.1, if they exist.
To use the library to compute a 2𝑛-isogeny 𝑓 = (𝑓1, 𝑓2; 𝑓3, 𝑓4) ∶ 𝐸1×𝐸1 −→ 𝐸 ′

1×𝐸 ′
2, we

must supply the equations of 𝐸1, 𝐸2 over 𝐹𝑞 and generators 𝑃1, 𝑃2 on 𝐸1 and 𝑄1, 𝑄2 on
𝐸2 of the kernel 𝐺 of 𝑓. From this, it is able to compute the codomain curves 𝐸 ′

1, 𝐸 ′
2, and

returns a function which one can evaluate on arbitrary points of 𝐸1 × 𝐸2. The worked
example of the README [4] is very clear. We note that the implementation requires
knowledge of 𝐸1[2𝑛+2], 𝐸[2𝑛+2], and so must to compute the additional field extensions
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if these points are not already rational. We ensure the rationality requirement is met
by construction.

4.2 Rational points and field extensions

We have seen that to embed an isogeny into higher dimensions or to compute the isogeny
class-group action, we must have access to some torsion points. More precisely, when
evaluating the induced minimal Kani map 𝐴 × ∗ −→ ∗ × ∗ (an 𝑁-isogeny) we computed
its kernel from the points in the 𝑁-torsion 𝐴[𝑁] on 𝐴.
However, although the multiplication-by-𝑁 maps are rational, their kernels must

not be. A simple counterexample is when 𝐶 = |𝐴(𝐹𝑞)|, then 𝐴[𝑁] cannot be rational
(𝐴[𝑁] ⊆ 𝐴(𝐹𝑞)) for any 𝑁 ≥ 𝐶. Since the 𝑁-torsion on any Abelian variety 𝐴 is finitely
generated (in fact, we know it is generated by 2dim(𝐴) elements), we require at most a
finite extension of 𝐹𝑞 to ensure 𝐴[𝑁] ⊆ 𝐴(𝐹𝑞

𝑑).
The exact degree of extension required to contain the 𝑁-torsion points has been

studied carefully in the context of point counting. The SEA point counting algo-
rithm [60, Sec. 5] in particular uses 𝑁-division polynomials to compute the order of
𝑘-rational points, a technique we now describe in broad strokes.
We recall that |𝐸(𝐹𝑞)| = 𝑞 +1− tr(𝜋𝑞) [28, V.2 Th. 2.3.1], so computing |𝐸(𝐹𝑞)| is

equivalent to computing the trace of Frobenius. The idea of SEA is to compute the trace
of 𝜋𝑞 when restricted to small torsion subgroups 𝐸[𝑙𝑖] for primes 𝑙1, … , 𝑙𝑛 until 𝐿 = 𝑙1⋯𝑙𝑛
is large enough (that is, 𝐿 > 4√𝑞) and then to piece this information together to arrive
at the full trace. The key insight is that 𝜋𝑞 restricted to 𝐸[𝑙] is a 𝐹𝑙-linear map on a
vector space 𝐸[𝑙] ≅ 𝐹2

𝑙 satisfying 𝜋2
𝑞 − 𝑡′𝜋𝑞 + 𝑞 = 0 (c.f. Sec. 3.1) for some 0 ≤ 𝑡′ < 𝑙,

and that 𝑡′ ≡ tr(𝜋𝑞) (mod 𝑙). The 𝑙-division polynomial 𝜓𝑙 is the univariate polynomial
whose roots are the 𝑥-coordinates of points in 𝐸[𝑙]. Hence evaluating 𝜋𝑞 on 𝐸[𝑙] to find
𝑡′ can be done by noting 𝜋2

𝑞 − 𝑡′𝜋𝑞 + 𝑞 = 0 on 𝐸[𝑙] if and only if

(𝑥𝑞2, 𝑦𝑞2) −𝐸 𝑡′(𝑥𝑞, 𝑦𝑞) +𝐸 𝑞 ′(𝑥, 𝑦) ≡ 0 (mod 𝜓𝑙, 𝑦2 − (𝑥3 + 𝑎𝑥 + 𝑏))

where 𝑍𝑌2 = 𝑋 3 + 𝑎𝑋𝑍2 + 𝑏𝑍3 is the defining equation of 𝐸, and we have used affine
coordinates in the equation and 0 ≤ 𝑞 ′ < 𝑙 is the representative of 𝑞 modulo 𝑙. It is
important that the addition, subtraction −𝐸, +𝐸 and scalar multiplication occur in 𝐸,
that is, defined by the polynomial group laws of 𝐸.
Since the 𝑙-division polynomial 𝜓𝑙 has roots exactly on the 𝑥-coordinates on the non-

zero points in 𝐸[𝑙], (i) deg(𝜓𝑙) = (𝑙2 −1)/2 when 𝑙 is prime to 𝑞, (ii) deg(𝜓𝑙) = (𝑙 − 1)/2
when 𝑙 = 𝑞 and 𝐸 ordinary, (iii) deg(𝜓𝑙) = 0 when 𝑙 = 𝑞 and 𝐸 supersingular [28,
V.3 Th. 3.1]. The factor of half arises, because if (𝑥, 𝑦) has order 𝑙 then so does (𝑥,−𝑦).
Hence, a priori, the degree 𝑑 of the extension required to make the 𝑙-torsion rational
is the gcd of the degrees of the irreducible factors. Alas, this is not the case, and the
degree of the extension is at most 2deg(𝜓𝑙) [77, Cor. 3.3].
This answers the question for primes 𝑙. For a product of primes, we obtain an

extension of degree at most the product of the degrees. This gives us the notion of
accessible torsion, we say that the 𝑁-torsion is accessible if 𝑁 is 𝐵-powersmooth, that
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is with 𝑁 = 𝑝𝑒1
1 ⋯𝑝𝑒𝑛𝑛 we have 𝑝𝑒𝑖

𝑖 ≤ 𝐵. This is used by Robert in the proof that
CLAPOTI is polynomial time. In practice however, we will simply construct curves so
that our desired 𝑁-torsion is in fact rational.

4.3 The CM method for constructing ordinary elliptic curves

From our discussion in the previous subsection, we see the need for constructing elliptic
curves with prescribed rational 𝑁-torsion. The order 𝐶 = |𝐸(𝐹𝑞)| of a curve with
rational 𝑁-torsion must be a multiple of 𝑁 2. We can find curves with a prescribed
number of 𝐹𝑞-rational points using the folklore CM method outlined below [7, Sec. 22.4].
Then, given such a curve, we can test whether 𝐸[𝑁] is rational by computing 𝐸(𝐹𝑞) ≅
ℤ/𝑚1ℤ×ℤ/𝑚2ℤ. When 𝐸(𝐹𝑞) is very smooth (which we will enforce by design 𝑁 = 2𝑛),
this can be done efficiently in Sage.
The current implementation must factor the order of 𝐸(𝐹𝑞) (which is easy, if it is

smooth); perform computations of cost 𝛩(√ℓ) for every prime ℓ which has rational ℓ∞

torsion [87]; and finally performs computations of polylogarithmic cost in 𝑞.
Let 𝐸/𝐹𝑞 be an ordinary elliptic curve with Frobenius endomorphism 𝜋 and endo-

morphism ring 𝒪 ⊆ 𝒪𝐷 of conductor 𝑓 and discriminant 𝛥 = 𝑓2𝛥𝐷. Since 𝜋 is an
endomorphism of 𝐸, it is an element of 𝒪𝐷 and so satisfies a monic polynomial with
integer coefficients 𝜋2 − tr(𝜋)𝜋 + N(𝜋) = 0 (c.f. Sec. 3.1). It is well-known [7, Lec. 7;
28, V.2 Th. 2.3.1] that

N(𝜋) = 𝑞 and tr(𝜋) = 𝑞 + 1 − 𝐶 where 𝐶 = |𝐸(𝐹𝑞)| .

We will denote tr(𝜋) by 𝑡 in the following.
We write 𝜋 = (𝑡 + 𝑣√𝛥)/2 in 𝒪 for some integer 𝑣 and conclude from N(𝜋) = 𝑞

that 4𝑞 = 𝑡2 − 𝑣2𝛥. This equality is known as the norm equation (of Frobenius). We
rewrite this as a function of 𝐶 by substituting 𝑡 = 𝑞 + 1 − 𝐶 and obtain

0 = (𝑞 + 1)2 − (2𝐶 + 4)(𝑞 + 1) + 𝐶2 − 𝑣2𝛥+ 4

= 𝑞2 − 2(𝐶 + 1)𝑞 + (𝐶 − 1)2 − 𝑣2𝛥 (4.2)

to conclude

𝑞 = 𝐶 + 1 ±√4𝐶 + 𝑣2𝛥.

The celebrated theory of complex multiplication together with Deuring’s reduction
theorem gives us a converse result [1, Th. 72, Th. 74]. Given integers 𝑞, 𝐶, 𝑣,𝛥 satisfying
(4.2) (where 𝑞 is a prime power, and𝛥 a discriminant) there exists an elliptic curve 𝐸/𝐹𝑞
with endomorphism ring of discriminant 𝛥 and |𝐸(𝐹𝑞)| = 𝐶. We obtain the curve 𝐸
(or more precisely, its 𝑗-invariant) up to twist as a root of the 𝛥-th Hilbert Polynomial
𝐻𝛥(𝑋) over 𝐹𝑞 and a priori, from [1, Th. 72] we only have that End(𝐸) ≅ 𝒪. However,
we will see that from our prescribed values of 𝑞, 𝑣, 𝐶,𝛥 satisfying Equation (4.2) we can
augment 𝐸 to ensure that 𝐶 = |𝐸(𝐹𝑞)| holds.
A twist of an elliptic curve 𝐸/𝐹𝑞 is another elliptic curve 𝐸 ′/𝐹𝑞 isomorphic to 𝐸

via an isomorphism that is not defined over 𝐹𝑞. The only isomorphisms of elliptic
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curves in the Weierstrass model 𝐸 −→ 𝐸 ′ are of the form (𝑥, 𝑦) ↦ (𝑢2𝑥, 𝑢3𝑦) with
𝑢 in 𝐹𝑞 [7, Proof of Th. 14.13; 28, III.1, pg.45]. The new curve 𝐸 ′ has Weierstrass
invariants 𝑎′ = 𝑢4𝑎, 𝑏′ = 𝑢6𝑏, where 𝑎, 𝑏 are the Weierstrass invariants of 𝐸 (recall, these
invariants are the constants from the defining equation of the respective curves). When
𝑗(𝐸) = 1278 ⋅ 4𝑎3/(4𝑎3 + 27𝑏3) ≠ 0, 1728 we see that 𝑢2 lies in 𝐹𝑞 since 𝑎′, 𝑏′ lie in 𝐹𝑞.
Such an isomorphism (𝑢2 in 𝐹𝑞, but 𝑢 not in 𝐹𝑞) is called a quadratic twist and

importantly curves 𝐸,𝐸 ′ connected via a quadratic twist satisfy |𝐸| + |𝐸 ′| = 2(𝑞 + 1) =
2(𝑡 + 𝐶) [7, Sec 8.5]. This can be seen by observing that for every 𝑥 in 𝐹𝑞 the value
𝑧 = 𝑥3 + 𝑎𝑥 + 𝑏 is either (i) a square 𝑧 = 𝑦2 and (𝑥, 𝑦) is a point on 𝐸; or (ii) not a
square, but 𝑢3𝑦 is a square for some 𝑢 in 𝑘 and so (𝑥, 𝑦) is a point on the quadratic
twist 𝐸 ′.
The final ingredient, is to determine when the resulting curve 𝐸 (obtained from a

root of the Hilbert Polynomial) is ordinary. Deuring’s theory of reduction tells us that
the curve 𝐸 is ordinary if and only if ((𝛥𝐷/𝑞)) = 1, where ((⋅/⋅)) is the Kronecker
symbol [86, 13.4 Th.12].
In conclusion, obtaining 𝐸 from the root of 𝐻𝛥(𝑋) over 𝐹𝑞 results in an ordinary ellip-

tic curve with complex multiplication by an order 𝒪 with discriminant𝛥, if ((𝛥/𝑞)) = 1.
We count the number of points on 𝐸(𝐹𝑞), and if it is not 𝐶, we know its quadratic twist
𝐸 ′ will have 𝐶 𝐹𝑞-rational points.
Since we are hunting for curves 𝐸 with a given rational 2𝑛-torsion, the cardinality of

𝐶 = |𝐸(𝐹𝑞)| must be a multiple of 22𝑛. We are now presented with an algorithm. For
a given discriminant 𝛥, begin with small cofactors 𝑚 = 1, 2,…, set 𝐶 = 𝑚22𝑛 and find
solutions to (4.2) such that 𝑞 is a prime power using Cornacchia’s algorithm [78]. Then
compute the Hilbert polynomial 𝐻𝐷, factor it and obtain a 𝑗-invariant of an ordinary
curve with CM by 𝒪 of conductor 𝑓, verifying first that the 𝑞 found satisfies ((𝛥/𝑞)) ≠ 1
for the given discriminant.
Sutherland notes that computing the Hilbert polynomial for large discriminants is

prohibitively expensive [7, Rem 22.11; 85]. Given that the size of the class-group grows
with the square root of the discriminant, and that the security (against classical attacks)
of the derived action grows with the square root of the size of the class-group, we see
that it is infeasible to use the CM method alone to construct ordinary elliptic curves
with CM by orders with cryptographically large class-groups.
Even so, this method, together with an unoptimised sage implementation, we achieve

elliptic curves with reasonably large available 2𝑛-torsion (but small class-groups). For
example, we compute an ordinary curve with rational 21024-torsion and endomorphism
ring of class number 1.
sage: E = EllipticCurve(GF(2**1024 * (2**1028 * 37 - 39) + 1), (0,
512109294733066251515161998247587409456622675327684409373897678787075013351958576742132142
639277094768873356353863297368820985571386203829710636801576696559393328972376655386642764
754325624397284468734570764287478492867598771350088310895339097560371566161686607044684362
138299206112267576850424940010360225460845613986750223501793674528202394361166450629225715
833349791412253667336630110966241378090800728818721786065057292643682876057636509532813396
769972999650340771959393844370332973674193204712685387577570317985045298255595326466701429
0241102068589463065305322112494644161261676121198019115337624220935804242462108, 0, 1, 0))
sage: E.torsion_basis(2**1024)
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# Successfully computes 2^1024-torsion basis
[...]
sage: E.torsion_basis(2**1025)
[...]
ValueError: curve does not have full rational 2**1025-torsion

This computation took ∼ 28 hours on a laptop.

4.4 Large Class-Groups from walking down the Volcano

We can obtain larger class-groups by walking down the volcano. If a curve 𝐸 has
rational ℓ𝑚 torsion, taking 𝑚 vertical ℓ-isogeny steps to arrive at a curve 𝐸ℓ𝑚 we obtain
an endomorphism ring End(𝐸ℓ𝑚) ≅ 𝒪ℓ𝑚 of conductor ℓ𝑚 and so a class-group Cl(𝒪ℓ𝑚)
of size [21, Th. 7.24]

|Cl(𝒪ℓ𝑚)| = ℓ𝑚−1(1 − ((
𝛥𝐷

ℓ
))

1
ℓ
)

where ((⋅/⋅)) is the Jacobi symbol. Doing this, we forfeit some rational torsion.

The isogeny volcano in a picture. Each node represents an (isomorphism class of an)
elliptic curve, and two nodes are connected by a line if they are ℓ-isogenous. A “walk”
constitutes choosing a different ℓ-isogeny every step of the way. The resulting isogeny,
obtained by composing each of these ℓ-isogenies is cyclic if and only if this walk does

not backtrack.

The circle at the top of the volcano is called the crater. The curves on the crater each
have endomorphism ring 𝒪𝐷, and so there are |Cl(𝒪𝐷)| many of them. Recall, we called
isogenies connecting elliptic curves with isomorphic endomorphism ring horizontal; we
now see the origins of this terminology: these isogenies are horizontal on the isogeny
volcano. We note that in our case, the class number |Cl(𝒪)| is 1 and so our crater
collapses to what looks more like a “peak”.
We recall that the security of a key-exchange derived from the class-group action

generally depends on the size of the class-group. Although walking down the volcano in
small ℓ-steps in this way does increase the size of the class-group, it does not increase
the security of the scheme [84].
We note that SCALLOP [48] instantiates a large class-group from a relatively small

discriminant and large discriminant. However, crucially, in their case, the conductor is
a large prime, and so this can be viewed as one “large” step, with no intermediate steps
in between.
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4.5 Implementing the Class-Group

Unfortunately, at the time of writing Sage does not have an ideal class-group imple-
mentation for non-maximal orders.
sage: version()
'SageMath version 10.4, Release Date: 2024-07-19'
sage: QuadraticField(-3).order_of_conductor(1).class_group()
class-group of order 1 of Number Field in a with defining polynomial x^2 + 3
sage: QuadraticField(-3).order_of_conductor(2).class_group()
...
NotImplementedError: non-maximal orders are not yet supported

Using the theory developed in Subsection 3.3, we can write a class to perform cal-
culations on ideals of non-maximal orders in a very explicit way.

Initialisation The general interface takes as input an order 𝒪 with conductor 𝑓
and integer coefficients 𝑚,𝑎, 𝑏 to construct the ideal 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] ⊆ 𝒪. Using
Proposition 3.7 the constructor of the class can verify whether the supplied values
indeed define an ideal.

Conjugation The conjugate of 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] is simply 𝐼 = 𝑚[𝑎,−(𝑏 + 𝑓𝛥𝐷)+
𝑓𝑤𝐷] because tr(𝑤𝐷) = 𝑤𝐷 +𝑤𝐷 = 𝛥𝐷. Indeed,

𝑏 + 𝑓𝑤𝐷 = 𝑏 + 𝑓𝑤𝐷 = 𝑏 + 𝑓(𝛥𝐷 −𝑤𝐷) = 𝑏 + 𝑓𝛥𝐷 − 𝑓𝑤𝐷 = −(−(𝑏 + 𝑓𝛥𝐷) + 𝑓𝑤𝐷)

so the conjugate of 𝐼 is given by

𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] = 𝑚𝑎ℤ +𝑚(𝑏 + 𝑓𝑤𝐷)ℤ

= 𝑚𝑎ℤ +𝑚(𝑏 + 𝑓𝑤𝐷)ℤ
= 𝑚𝑎ℤ −𝑚(−(𝑏 + 𝑓𝛥𝐷) + 𝑓𝑤𝐷)ℤ
= 𝑚𝑎ℤ +𝑚(−(𝑏 + 𝑓𝛥𝐷) + 𝑓𝑤𝐷)ℤ
= 𝑚[𝑎,−(𝑏 + 𝑓𝛥𝐷) + 𝑓𝑤𝐷].

Ideal multiplication Given two ideals 𝐼 = [𝑎, 𝑏 + 𝑓𝑤𝐷] and 𝐽 = [𝑐, 𝑑 + 𝑓𝑤𝐷] the
product 𝐼𝐽 is generated as a ℤ-module by the 4 pairwise products of ℤ-generators of 𝐼
and 𝐽, namely 𝑎𝑐, 𝑎𝑑 + 𝑎𝑓𝑤𝐷, 𝑐𝑏 + 𝑐𝑓𝑤𝐷, and

(𝑏 + 𝑓𝑤𝐷)(𝑑 + 𝑓𝑤𝐷) = 𝑏𝑑 − 𝑓2(𝛥2
𝐷 −𝛥𝐷)/4 + (𝑏 + 𝑑 + 𝑓𝛥𝐷)𝑓𝑤𝐷.

Proposition 3.7 tells us that 𝐼𝐽 must be of the form 𝑧[𝑥, 𝑦 + 𝑓𝑤𝐷]. Instead of finding a
closed formula for 𝑧, 𝑥, 𝑦 as a function of 𝑎, 𝑏, 𝑐, 𝑑 we resort to an algorithm.
To that end, we write the submodule 𝑀 = [𝛼 + 𝛽𝑓𝑤𝐷, 𝛾 + 𝛿𝑓𝑤𝐷] as a matrix in

row-form in the basis (𝑓𝑤𝐷, 1) and get (𝛽, 𝛼; 𝛿, 𝛾). It is now exactly now the content of
Proposition 3.7 to say that 𝑀 is an ideal of 𝒪 if and only if there exist integer-coefficient
row-reductions to write (𝛽, 𝛼; 𝛿, 𝛾) as an upper-triangular matrix 𝑇 = (𝑧, 𝑧𝑦; 0, 𝑧𝑥) with
0 ≤ 𝑦 ⪇ 𝑥 and 0 ⪇ 𝑧 . Sage11 says matrices of this form are in Hermite normal form
(HNF).

11This differs from e.g. Cohen’s definition [36, Def. 2.4.2] in that Sage requires 𝑇𝑗,𝑖 < 𝑇𝑖,𝑖 for 𝑗 < 𝑖 and
Cohen requires 𝑇𝑖,𝑗 < 𝑇𝑖,𝑖 for 𝑗 > 𝑖.
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To use Sage’s inbuilt algorithm, we must set up the following 2 × 4 matrix (since
the operations are done on rows, not columns)

𝐺 =
⎛
⎜⎜⎜⎜
⎝

0 𝑎𝑐
𝑎 𝑎𝑑
𝑐 𝑐𝑏

𝑏 + 𝑑 + 𝑓𝛥𝐷 𝑏𝑑 − 𝑓2(𝛥2
𝐷 −𝛥𝐷)/4

⎞
⎟⎟⎟⎟
⎠

and call
G.hermite_form(include_zero_rows=False)

to yield some 2×2 matrix (𝑍, 𝑌; 0,𝑋) from which we recover 𝑧 = 𝑍, 𝑦 = 𝑌/𝑧, 𝑥 = 𝑋/𝑧
so that 𝐼𝐽 = 𝑧[𝑥, 𝑦 + 𝑓𝑤𝐷].

Reduced Bases Recall the norm of an element 𝛼 = 𝑥 + 𝑦𝑓𝑤𝐷 of an element in 𝒪
is given by

N(𝛼) = 𝛼𝛼 = 𝑥2 + 𝑥𝑦𝑓𝛥𝐷 + 𝑦2𝑓2(𝛥2
𝐷 −𝛥𝐷)/4.

We say that a basis 𝛽1, 𝛽2 of a lattice 𝐿 = 𝜎1ℤ + 𝜎2ℤ is (Lagrange-Gauss) reduced
if N(𝛽1) ≤ N(𝛽2) ≤ N(𝛼) for all non-zero 𝛼 in 𝐿. Such a basis always exists [22,
Lem. 17.1.5].
As a direct application: an ideal 𝐼 is principal if and only if 𝐼 = 𝛽1𝒪, whereby 𝛽1, 𝛽2 is

a reduced basis of 𝐼. Indeed, when 𝐼 = 𝛼𝒪 is principal, then N(𝛼) ≤ N(𝛼𝜔) = N(𝛼)N(𝜔)
for all non-zero 𝜔 in 𝒪 because (𝑥, 𝑦) ↦ N(𝑥 + 𝑦𝑓𝑤𝐷) is a positive-definite binary
quadratic form. The converse is clear.
We can compute a reduced basis we employ Algorithm 23 of [22]. It is essentially a

generalised gcd computation and is also very similar to the Gram-Schmidt orthogonal-
isation process. This algorithm computes the scalar product of vectors in the lattice,
but describes vectors using integer coefficients in the starting basis. In our case, the
starting basis is (1, 𝑓𝑤𝐷), and so the scalar product is given on ℤ2 by

⟨(𝑥, 𝑦), (𝑤, 𝑧)⟩(1,𝑓𝑤𝐷)

=
1
4
⟨(2𝑥 + 𝑦𝑓𝛥𝐷, 𝑦𝑓√−𝛥𝐷) , (2𝑤 + 𝑧𝑓𝛥𝐷, 𝑧𝑓√−𝛥𝐷)⟩

(1,1)

=
1
4
((2𝑥 + 𝑦𝑓𝛥𝐷)(2𝑤 + 𝑧𝑓𝛥𝐷) − 𝑦𝑧𝑓2𝛥𝐷)

=
1
4
(4𝑥𝑤 + 2(𝑦𝑤 + 𝑥𝑧)𝑓𝛥𝐷 + 𝑦𝑧𝑓2𝛥2

𝐷 − 𝑦𝑧𝑓2𝛥𝐷)

=
1
4
(4𝑥𝑤 + 2(𝑦𝑤 + 𝑥𝑧)𝑓𝛥𝐷 + 𝑦𝑧𝑓2(𝛥2

𝐷 −𝛥𝐷))

= 𝑥𝑤 + (𝑦𝑤 + 𝑥𝑧)𝑓𝛥𝐷/2 + 𝑦𝑧𝑓2(𝛥2
𝐷 −𝛥𝐷)/4

which coincides with the norm when (𝑥, 𝑦) = (𝑤, 𝑧). Here ⟨⋅, ⋅⟩(1,1) denotes the usual
scalar product on ℂ, viewing √𝛥𝐷 as 𝜄√−𝛥𝐷. Notably, the scalar product may result
in half-integer values due to the middle term (recall that 𝛥𝐷 ≡ 0, 1 (mod 4), so (𝛥2

𝐷 −
𝛥𝐷)/4 is an integer).
With this scalar product (compatible with our norm), we can implement Algo-
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rithm 23 of [22] to obtain a reduced basis of any ideal.
Ideal equivalence Two ideals 𝐼 , 𝐽 are equivalent in the class-group if and only if 𝐼𝐽

is principal. Using our conjugation and basis reduction algorithms, we can verify this.
Representatives of the class-group Given the class number |Cl𝒪| of an order

𝒪, we can produce non-equivalent ideals until we have exhausted the whole class-group.
In fact, the class-group Cl(𝒪𝐷) of the ring of integers 𝒪𝐷 of an imaginary quadratic
number field is almost cyclic most of the time. More precisely, the maximal subgroup of
odd order of Cl(𝒪𝐷) is cylic 97.7575% of the time, when 𝐷 < 0 is picked at random [83,
9.I (C1)]. This suggests to produce one ideal inside 𝒪𝐷 and power this until the whole
class-group is exhausted. This results in ideals of exponentially large norm.
Another approach is to very naïvely manually search for ideals with small norm.

Given a target norm 𝑛, we factor 𝑛 into 𝑛 = 𝑚𝑎 and then search for 0 ≤ 𝑏 ⪇ 𝑎 so
that 𝑎 ∣ N(𝑏 + 𝑓𝑤𝐷). The resulting submodule 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] is an ideal thanks
to Proposition 3.7. Performing this on 𝑛 = 1, 2,… and verifying whether the newly
found ideal is equivalent to any of the previously found ideals gives a slow, but workable
approach to computing class groups. My Sage implementation can compute class-groups
of size 213 this way in reasonable time (∼ 4 hours on a laptop).
Note that every class in Cl(𝒪) is represented by an ideal of norm bounded by√−𝛥/3

(where 𝛥 = 𝑓2𝛥𝐷, and 𝒪 = [1, 𝑓𝑤𝐷]). This is a special case of Minkowski’s bound,
but is more directly seen as a consequence of [36, Lem 5.3.4] when recalling that the
form class-group is isomorphic to the ideal-class-group via 𝑎𝑥2 + 𝑏𝑥𝑦 + 𝑐𝑦2 ↦ [𝑎,−(𝑏 +
𝛥𝐷)/2 + 𝑓𝑤𝐷] [21, Th. 7.7].

4.6 Lattice points to isogenies

Recalling the CLAPOTI construction, we see that we must evaluate the isogeny corre-
sponding to the endomorphism 𝛾 defined by 𝐼𝐽 = 𝛾𝒪. Our implementation of ideals
gives us 𝛾 in the form 𝛾 = 𝑎 + 𝑏𝑓𝑤𝐷. So the challenge remains to compute 𝑓𝑤𝐷 as an
isogeny. We present Robert’s division algorithm in [17] section 2.3 Evaluating endo-
morphisms; and adapt it more favourably to our cases by first computing 𝑤𝐷 and then
relating this to 𝑓𝑤𝐷 by “lollipopping” on the volcano.
Let 𝐸 be an elliptic curve with endomorphism ring 𝒪𝐷 = [1, 𝑤𝐷]. We relate 𝑤𝐷 =

(𝛥𝐷 +√𝛥𝐷)/2 to the Frobenius endomorphism 𝜋 of 𝐸. We combine the equalities

4𝑞 = 𝑡2 − 𝑣2𝛥𝐷 and 𝜋2 − 𝑡𝜋 + 𝑞 = 0

to conclude 2𝜋 = 𝑡 + 𝑣√𝛥𝐷 and so √𝛥𝐷 = (2𝜋 − 𝑡)/𝑣. Here we have implicitly chosen
a sign for how 𝜋 is embedded into 𝒪. Moreover, we get an equation for

𝑤𝐷 =
1
2
(𝛥𝐷 +√𝛥𝐷) =

1
𝑣
(
𝑣𝛥𝐷 − 𝑡

2
+ 𝜋) .

Now, 𝑡 = 𝑞 + 1 − |𝐸(𝐹𝑞)| is even by choice (the 2𝑛-torsion is rational 𝐸[2𝑛] ⊆ 𝐸(𝐹𝑞));
and since 4𝑞 − 𝑡2 = −𝑣2𝛥𝐷 is even, we obtain an integer expression for (𝑣𝛥𝐷 − 𝑡)/2.
This means that 𝑤𝐷 can be evaluated on points 𝑃 with order 𝑁 prime to 𝑣 very
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efficiently. Indeed, if 𝑣 is prime to 𝑁, [𝑣] is invertible on 𝐸[𝑁]. Then 𝑤𝐷 = 𝑣−1((𝑣𝛥𝐷 −
𝑡)/2 + 𝜋) is scalar multiplication and evaluations of the Frobenius on 𝐸[𝑁] (𝑣−1 is the
inverse of 𝑣 modulo 𝑁). The same is true for evaluating 𝑓𝑤𝐷 on points 𝑃 with order
prime to 𝑣/𝑓.
We recall that in our application of CLAPOTI, we instantiate a curve with rational

𝑁 = 2𝑛 torsion and then evaluate endomorphisms on the 𝑁-torsion. We now describe
the relationship between 𝑁 and 𝑣.
We begin by claiming that if the 𝑁-torsion is rational on an elliptic curve 𝐸 defined

over 𝐹𝑞, then 𝑁 ∣ (𝑞 −1). Indeed, the Weil pairing 𝑒𝑁 ∶ 𝐸[𝑁]×𝐸[𝑁] takes values of 𝑁-th
roots of unity in 𝐹𝑞; but at the same time, it is Galois invariant [28, 8.1.(d)] and so if
𝐸[𝑁] is 𝐹𝑞-rational, the image of 𝑒𝑁 must lie in 𝐹𝑞 ⊆ 𝐹𝑞. Hence there is a point in 𝐹𝑞 of
multiplicative order 𝑁, and so 𝑁 divides 𝑞 − 1.
On the other had, when the 𝑁-torsion is rational, then 𝑁 2 ∣ |𝐸(𝐹𝑞)| simply because

ℤ/𝑁ℤ × ℤ/𝑁ℤ ≅ 𝐸[𝑁] ⊆ 𝐸(𝐹𝑞).
We now turn back to Equation (4.2) from our CM method. We rewrite it as a

quadratic in 𝑞 − 1 to obtain

𝑣2𝛥𝐷 = 𝑞2 − 2(𝐶 + 1)𝑞 + (𝐶 − 1)2 = (𝑞 − 1)2 − 2𝐶(𝑞 − 1) + 𝐶(𝐶 − 4)

where 𝐶 = |𝐸(𝐹𝑞)| and 𝑓 ∣ 𝑣. Hence 𝑁 2 divides 𝑣2𝛥𝐷.
In our concrete examples, we chose 𝐷 < 0 to have class number 1, for example

𝐷 = −7 and 𝛥𝐷 = −7; moreover we picked 𝑁 = 2𝑛 and 𝑓 = ℓ𝑚 where ℓ is some small
odd prime (by first finding a curve with 2𝑛ℓ𝑚-rational torsion, and then walking𝑚 steps
down the ℓ-isogeny volcano). This illustrates that, in our cases, 𝑁 = 𝑣 and so we have
no hope of evaluating 𝑤𝐷 = (𝑣𝛥𝐷 − 𝑡 + 2𝜋)/2𝑣 on points of order 𝑁 using this method.
An alternative approach is to use Vèlu’s formulae. Indeed, 𝑓𝑤𝐷 is an isogeny of degree

𝑑𝑓 = 𝑓2(𝛥2
𝐷 −𝐷)/4. We can iter the 𝑑𝑓-torsion to find the kernel of 𝑓𝑤𝐷. This becomes

exponentially expensive as 𝑓 grows, so we compute 𝑓𝑤𝐷 by “lollipopping”. Since we are
trying to compute 𝑓𝑤𝐷 as an endomorphism on a curve 𝐹 obtained by walking down
the ℓ-volcano from a curve 𝐸 at the crater12, we have an isogeny connecting 𝜈 ∶ 𝐸 −→ 𝐹
such that 𝑓𝑤𝐷 = 𝜈𝑤𝐷 𝜈̃ . That is, 𝑓𝑤𝐷 as an endomorphism on 𝐹 is the composition
𝜈𝑤𝐷 𝜈̃ , where 𝑤𝐷 is viewed as an endomorphism on 𝐸.
This technique is called “lollippoping” because, we are computing the “lollipop” en-

domorphism as inspired by this picture

𝐸

𝐹

𝜈

𝑤𝐷

𝜈̃

Now, computing 𝑤𝐷 as an endomorphism on 𝐸 requires only itering points in the
𝑑 = 𝑑1 = (𝛥2

𝐷 − 𝛥𝐷)/4 torsion of 𝐸. When 𝑁 = 𝑣 is prime to 𝑑, we can evaluate

12Since we are in the class-number 1 case, the crater looks more like a “peak”
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𝑤𝐷 = (𝑣𝛥𝐷 − 𝑡 + 2𝜋)/2𝑣 on points in the 𝑑-torsion, because 𝑣 is invertible on 𝐸[𝑑].

4.7 Detecting split isogenies

We recall that an Abelian surface (a two-dimensional Abelian variety) is either iso-
morphic to some product of elliptic curves or not. Let 𝐴,𝐴 ′ be the latter and 𝐸𝑖, 𝐸 ′

𝑗
elliptic curves. Then we say an isogeny 𝑓 ∶ 𝐸1×𝐸2 −→ 𝐴 is a glueing isogeny; an isogeny
𝑓 ∶ 𝐴 −→ 𝐸1×𝐸2 a splitting isogeny; and finally, an isogeny 𝑓 ∶ 𝐸1×𝐸2 −→ 𝐸 ′

1×𝐸 ′
2 a split

isogeny. (We apparently do not require a term for non-splitting, non-glueing isogenies
𝑓 ∶ 𝐴 −→ 𝐴 ′).
These differences are of practical importance, because the library of [3] assumes that

the first step in the decomposition chain of a 2-dimensional 2𝑛-isogeny is a glueing. This
means, to call the library successfully, we must detect, and then manually compute, any
split isogenies that come first.
In pictures. We first have the expected case of [3]

𝐸 × 𝐸 𝐴1 ⋯ 𝐴𝑛−1 𝐸𝐼 ×𝐸𝐼

glueing splitting

but it is also possible to have

𝐸 × 𝐸 𝐸1 ×𝐸 ′
1 𝐸2 ×𝐸 ′

2 𝐴3 ⋯ 𝐴𝑛−1 𝐸𝐼 ×𝐸𝐼

split split glueing splitting

or other combinations of splits, glueings and splittings.
We can easily detect whether a 2-isogeny is split or not by looking at its kernel as

described by the following

Lemma 4.1. Let 𝐸1, 𝐸2 be elliptic curves and 𝑓 ∶ 𝐸1×𝐸2 −→ 𝐴 be a 2-isogeny between
PPAV with kernel 𝐾 = ⟨(𝑃1, 𝑃2), (𝑄1, 𝑄2)⟩. Then 𝑓 is split if and only if
(i) 𝑃2 = 0, 𝑄1 = 0 or (ii) 𝑃1 = 0, 𝑄2 = 0 or (iii) 𝜑(𝑃1) = 𝑃2, 𝜑(𝑄1) = 𝑄2

where 𝜑∶ 𝐸1
∼−→ 𝐸2 is an isomorphism.

Proof. Let 𝑓 ∶ 𝐸1 ×𝐸2 −→ 𝐴 ≅ 𝐸 ′
1 ×𝐸 ′

2 be a split isogeny. By Lemma 2.1, we know that
𝑓 = (𝑓1, 𝑓2; 𝑓3, 𝑓4) is a matrix of isogenies (or zero-maps). Letting 𝑑𝑖 = deg(𝑓𝑖) we now
distinguish all three possible cases for the degrees

(i) 𝑑1 = 𝑑4 = 2, 𝑑2 = 𝑑3 = 0 (ii) 𝑑1 = 𝑑4 = 0, 𝑑2 = 𝑑3 = 2
(iii) 𝑑1 = 𝑑4 = 1, 𝑑2 = 𝑑3 = 1

These correspond to

(𝑖) (𝑓1 0
0 𝑓4

) “diagonal” (𝑖𝑖) (0 𝑓2
𝑓3 0

) “anti-diagonal” (𝑖𝑖𝑖) (𝑓1 𝑓2
𝑓3 𝑓4

) “full”

We treat only cases (i) and (iii) for (i) and (ii) are virtually identical.
In the “full” case (ii), Kani tells us that the kernel of 𝑓 is given by ker(𝑓) =

{(𝑥, 𝑓−1
2 𝑓1(𝑥)) ∣ 𝑥 ∈ 𝐸1[2]} (Lemma 2.5). Indeed, since deg(𝑓𝑖) = 1, the 𝑓𝑖 are all iso-

morphisms and 𝑓̃𝑖 = 𝑓−1
𝑖 . Moreover, 𝑓−1

2 𝑓1 is an isomorphism of 𝐸1 −→ 𝐸2, proving the
claim.
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In the “diagonal” case, the kernel is clearly given by ker(𝑓1) × ker(𝑓4). Since 𝑓1, 𝑓4 are
2-isogenies, they are cyclic and ker(𝑓1) = ⟨𝑃1⟩, ker(𝑓4) = ⟨𝑄2⟩ for some points 𝑃1, 𝑄2 in
the 2-torsion of 𝐸1 and 𝐸2 respectively, proving the claim.
So we have shown that every split isogeny has a kernel that satisfies one of the three

cases. The converse follows immediately from our construction.
Given a kernel𝐾 = ⟨(𝑃1, 0), (0, 𝑄2)⟩ as in case (i), we simply write down the isogenies

𝑓1, 𝑓4 with kernels ⟨𝑃1⟩, ⟨𝑄2⟩ to form 𝑓 = (𝑓1, 0; 0, 𝑓4). The same is done in case (ii).
In the full case, we recover the isomorphism 𝜑 from the coordinates, since the only

isomorphisms are of the form (𝑥, 𝑦) ↦ (𝑢2𝑥, 𝑢3𝑦) for 𝑢 in 𝐹𝑞 [7, Proof of Th. 14.13;
28, III.1, pg.45]. Now we form the split isogeny 𝑓 = (𝜑, 1;−𝜑, 1). We verify that 𝑓 is
indeed a 2-isogeny

𝑓 𝑓̃ = ( 𝜑 1
−𝜑 1

)(𝜑−1 −𝜑−1

1 1
) = (2 0

0 2
) = [2]

and that its kernel is

ker(𝑓) = {(𝑃1, 𝑃2) ∈ 𝐸1[2] × 𝐸2[2] ∣ 𝜑(𝑃1) + 𝑃2 = 0 and − 𝜑(𝑃1) + 𝑃2 = 0}
= {(𝑃1, 𝑃2) ∈ 𝐸1[2] × 𝐸2[2] ∣ 𝜑(𝑃1) = 𝑃2}

where we used that 𝑃𝑖 = −𝑃𝑖 since these points lie in 𝐸𝑖[2]. Finally, we note that 𝑓 is
indeed split, since 𝑓 ∶ 𝐸1 ×𝐸2 −→ 𝐸2 ×𝐸2.
In all cases (i)-(iii), we could recover a split isogeny with kernel𝐾 = ⟨(𝑃1, 𝑃2), (𝑄1, 𝑄2)⟩,

and so have proven that an isogeny with such a kernel is split, completing the proof.

We note that the very first isogeny in the decomposition 𝐸 × 𝐸 −→ 𝐸𝐼 × 𝐸𝐼 has
𝐸1 = 𝐸2 in the language of the lemma. Here it is even easier to detect whether we are
in the full case or not. Indeed, if 𝑗(𝐸) ≠ 0, 1728, then the only possible automorphisms
𝐸 ≅ 𝐸1

∼−→ 𝐸 ≅ 𝐸2 are 𝜑 = ±1.

4.8 Results, Conclusion and Outlook

Piecing together the previous subsections, I have written an almost complete Sage
implementation to compute the isogeny class-group action on ordinary elliptic curves.
Alas, successfully evaluating the action on our toy examples with this code still remains
out of reach due to what I suspect are small bugs, and not fundamental problems with
the methodology
From this, and having specialised the theory of CLAPOTI [2] explicitly to ordinary

elliptic curves, I conclude that the only remaining “true” hurdle to obtain a cryptographic
group action from the isogeny class-group action on ordinary elliptic curves is to find
ordinary elliptic curves with rational 2𝑛 torsion with endomorphism ring 𝒪 of large
prime discriminant (being prime ensures no volcano-style attacks apply).
This suggests that CLAPOTI can be successfully leveraged to compute the isogeny

class-group on supersingular curves, since for these it is much easier to find curves with
the prescribed torsion and endomorphism rings. For example, one can produce a large
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prime of the form 𝑝 = 4𝑙1⋯𝑙𝑛 − 1 with 𝑙𝑖 prime and then consider the supersingular
curve described by 𝑦2 = 𝑥3 + 𝑥 over 𝐹𝑝2. Theorem 2 of [88] then tells us that the
𝑙1⋯𝑙𝑛-torsion is rational on 𝐸. This similar to how CSIDH [41] finds suitable curves.
The corresponding (𝐹𝑝-rational) endomorphism ring End𝐹𝑝(𝐸) of 𝐸 has discriminant
−4𝑝, yielding a class-group Cl(End𝐹𝑝(𝐸)) of order ∼ √𝑝.
We summarise Sage implementations presented by this thesis and what their capa-

bilities are in the following.
The source code is available at

github.com/rrueger/IsogenyClassGroupComputation

Curve finding Given a target (prime power) torsion, my implementation produces
an ordinary elliptic curve in reasonable time. For example, producing a curve with
rational 264-torsion takes ∼ 1 second, with rational 2512-torsion in ∼ 8 hours and with
rational 21024-torsion in ∼ 28 hours. This is implemented by the function find_E.
Recalling Minkowski’s bound from Subsection 4.5, telling us that every element of the

class-group Cl(𝒪) of an order𝒪 with discriminant𝛥 is represented by an ideal of norm at
most√−𝛥/3; and recalling Siegel’s theorem stating |Cl(𝒪)| ∼ √−𝛥 we see that at least
the ∼ 2512-torsion must be rational if the degree equation deg(𝛼)N(𝐼)+deg(𝛽)N(𝐽) = 2𝑛

is to have solutions, and the class-group has size 2256 (to achieve 128 bits of classical
security). One interpretation of this heuristic, is that my implementation yields curves
that have sufficient 2𝑛-torsion for cryptographic purposes.
Moreover, using the volcano walking techniques discussed in Subsection 4.4, I have

written an implementation that yields an ordinary elliptic curve with endomorphism ring
of prescribed (prime power) conductor and prescribed (prime power) rational-torsion.
For example, it can produce a curve with rational 264-torsion and endomorphism ring
of conductor 327 in ∼ 1 second.

Ideals and the class-group I written have a crude implementation of ideals in
the 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] ⊆ [1, 𝑓𝑤𝐷] = 𝒪 form. This allows for easily constructing ideals of
specific norms, and using the Minkowski bound, exhaustively search for representatives
of elements in the class-group Cl(𝒪) of smallest possible norm. I could compute class
toy examples of ideal class-groups of size ∼ 213 in ∼ 4 hours using this implementation.
This is implemented by the class Cideal and the method find_class_group.

Endomorphism finding for degree equations Given an ordinary elliptic curve
𝐸 with attached class-group Cl(𝒪) of size ∼ 210, I could compute matching endo-
morphism pairs 𝛼, 𝛽 in End(𝐸) ≅ 𝒪 to satisfy the degree equations deg(𝛼)N(𝐼) +
deg(𝛽)N(𝐽) = 2𝑛 (𝑛 ≤ 64) for every class [𝐼 ] = [𝐽 ] in Cl(𝒪) in ∼ 10 hours. This was
implemented using naïve random sampling from a small enough radius, so that the
resulting equivalent ideals had sufficiently small norms and the degree equation had so-
lutions. This is implemented by the method find_pairs_full. There is also a version,
which searches only for integer endomorphisms implemented by find_pairs_squares.

Detecting split isogenies From the theory developed in Subsection 4.7, I wrote
an implementation for detecting, and then computing split isogenies that appear at the
beginning of a 2-isogeny chain in two dimensions. The source for this idea is in the
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experiments.py file.
Unfortunately, these routines pieced together are not robust enough to successfully

compute a full evaluation, but it appears that with more careful analysis the algorithms
should execute fully.
As an outlook, we should investigate whether it is possible to forgo the requirement

of rational torsion. This obstacle insurmountable on a first glance, since the kernel of a
2𝑛 isogeny in Kani’s Lemma (Lemma 2.5) is patently given by evaluations of endomor-
phisms on the 2𝑛-torsion. If this is not rational, we cannot hope to pass a kernel to a
library of type [3] in the way we currently do. Solving this problem would resolve the
tension between finding ordinary elliptic curves with rational 2𝑛-torsion.
Conversely, it is certainly worth looking at how we construct ordinary elliptic curves

with prescribed rational torsion. The folklore CM method is slightly more general than
what we want to achieve: it finds curves with prescribed (rational) order, not rational
torsion. As discussed in Subsection 4.6, requiring the 𝑁-torsion to be rational on a
curve 𝐸/𝐹𝑞 immediately implies that 𝑁 ∣ (𝑞 − 1), a condition that does not appear in
the usual CM method. This additional constraint may make parameter searching faster,
but is unlikely to yield a breakthrough since we still rely on factoring the Hilbert Class
polynomial. Nevertheless, a closer look at these methods may prove fruitful. According
to Sutherland’s lectures of 2021, the 2012 paper [85] is still the state of the art. Perhaps
new efforts a decade later could yield new results.
The implementations of this thesis can be improved in various places. For example,

the random sampling of equivalent ideals can be done as it is done in SQISignHD [18,
Lem. 4.2.1]. The current implementation simply samples integers 𝑥, 𝑦 from a small
enough ball to hope that the resulting equivalent ideal 𝐽 = 𝛽𝐼/N(𝐼) with 𝛽 = 𝑚𝑎𝑥 +
𝑦(𝑏 + 𝑓𝑤𝐷) ⊆ 𝐼 = 𝑚[𝑎, 𝑏 + 𝑓𝑤𝐷] has norm N(𝐼) is small enough so the degree equation
has solutions.
Pierrick Dartois’ paper [52] (published only days ago!) provides the first generic

algorithms to compute 4-dimensional 2𝑛-isogenies (as opposed to the implementation
of SQISignHD [18] which could only evaluate 4-dimensional 2𝑛-isogenies of very spe-
cific form). Working towards a fully-featured (e.g. robustly handling split isogenies)
implementation of these algorithms would certainly be very beneficial for any higher-
dimensional isogeny-based research, and in particular computing the isogeny class-group
action in the CLAPOTI way.
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